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Abstract

The intersecting-state model and an clectron tunneling model are used to caleulate the rates of electron transfer (ET) reactions in Rb.
sphaeroides reactions centers (RCs). The maodels characterize the reactants by their bond leagths, force constants and bond orders, and the
RC by its refractive index and thermal expansion. The experimental distances and driving forces of the ET reactions are aiso employed in the
caleulations. The only extra kinetic parameter required by the models is the coupling between reactive and non-reactive modes, which is
assumed to be constant and is taken tfrom carlier studies on simitu intramolecular ETs. No additional parameters are fitted in the calculation
of ETs trom the excited special pair to an accessory bacteriochlorophyll (B,). tfrom B, to bacteriopheophytin (H;). from H;" to the
primary quinone acceptor {Q4). trom Q4" to the secondary quinone acceptor (Qy ). and in the charge recombinations between cach of the
reduced cofactors and the photo-oxidized special pair (P ): the reduction of P°° by a cytochrome ¢ in Rb. sphaeroides and in Chromdtium
is also studied. The caleolated free-energy and temperature dependences are within one order of magnitude of the rates measured in mutant
and cofactor-substituted RCs, except for the temperature dependence ot the charge shift from Q7 1o Qy. It is suggested that the rate measured

tor this process does not reflect an elementary ET reaction.

© 1997 Elsevier Science S.A.
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1. Introduction

The study of photosynthesis is. and probably always will
be, the greatest odyssey of the photochemist [ 1]. In photo-
synthesis, light energy is absorbed by antenna molecules and
efficiently transferred to a chlorophyll-protein  complex
called the photosynthetic reaction center (RC). Here. the
conversion of light energy into chemical energy occurs by a
cascade of photoinduced clectron-transter (ET) processes.
This process is of critical importance for the global energy
balance and has been the focus of many rescarch projects
over the last few decades. A major breakthrough in the under-
standing of photosynthesis was the determination to atomic
resolution of the three-dimensional structure of the RC from
two species of purple non-sulphur bacteria, Rhodopseudo-
monas (Rps. ) viridis [2,3] and Rhodobacter (Rb.) sphaero-
ides [4.5]. The photosynthetic RC is now one of the best
characterized organized ET systems. The variety of different
ET reactions in RCs, ranging in timescales from picoseconds
to seconds. and the detail in which their distance, free-energy
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and temperature dependencies are known. has rendered it a
model system to study ET processes in proteins [6]. The
availability of mutagenesis protocols for Rb. sphaeroides and
the ability of these organisms to grow nonphotosynthetically
while still expressing RC., lead to the production of many RC
mutants of this bacteria. The wealth of information concern-
ing perturbations in these RCs, in particular mutations.
changes in cofactors. temperature and pH. has stimulated us
to assess the applicability of ET theories to calculate the
distance, free-energy and temperature dependences of the
rates of all types of ET reactions taking place in the native
and perturbed Rb. sphaeroides RCs. The similar architecture
of Rb. sphaeroides and Rps. viridis RCs [7] and the refine-
ment of the structure of the later to a resolution of 2.3 A {8i.
has also prompted us to use the precisely measured distances
between cofactors of Rps. viridis RC as models tor the edge-
to-edge distances (r,) between cofactors in Rb. sphaeroides.
Deisenhofer. Michel et al. [8] define r, as the distance
between the carbon atom at the edge of the m-system of the
donor in closest contact with that of the acceptor.

The RCs isolated from wild-type strains of Rb. sphaeroides
RC consist of three protein subunits and ten cofactors. The
protein subunits are called (H). (L) and (M). The cofactors



112 L.G. Arnaut, S.J. Formosinho / Journal of Photochemistry and Photobiology A: Chemistey 111 (1997) 111-138

are four type a bacteriochlorophylls. two type a bacterio-
pheophytins, two ubiquinones, a ferrous non-heme iron ion
and a carotenoid. The RC crystal structure shows that the (H)
subunit does not come into close contact with the redox active
cofactors. The (L) and (M) chains are transmembrane pro-
teins with homologous structures and have about one-third
of their amino acids in common [ 9]. even though theiroverall
three-dimensional structures are quite similar and related to
each other in the RC by a local two-fold symmetry axis (Fig.
1). The non-protein cofactors are embedded in the (L) and
(M) chains. Two bacteriochlorophylls form the so-called
*special pair’, P, with the centers scparated by 3.1 A. This
pair is flanked by two symmetrically placed monomeric
*accessory’ bacteriochlorophylls (B, and By,), at an edge-to
edge distance r, = 4.7 A. 3.8 A from the edge of cach of these
accessory bacteriochlorophylls is the edge of a bacteriopheo-
phytin (H, and H,,). The primary ubiquinone-10 (Q,) is
found r,=9.0 A from H,_and 13.5 A from the second ubi-
quinone-10 (Qg). The isoprenoid side chain of Q, is close
to H, . The iron ion lies approximately on the two-fold sym-
metry axis relating the cofactors of the (L) and (M) sides,
and between the two quinones. The carotenoid is within 4 A
of Hy, in the wild type, and there is no corresponding carot-
enoid on the (L) side.

The electronic excitation of the Rb. sphuervides special
pair leads to a cascade of ET reactions. P*— ([P’
B, 1=[P" H' |=[P" Qv | =[P Q7 ]. which
produce the charge-separated state [P*" Q" | across the
bacterial membrane, with almost unit efficiency even at cry-
ogenic temperatures. Q' needs to picks up a secord clec-
tron and two protons before it dissociates from the RC in the
form of QgH,. The protons and electrons on QyH. are then
transierred back through the membrane by the cytochrome

periplasm

membrane

b/c, complex. The proton gradient gencrated across the
membrane is used to synthesize adenosine triphosphate. The
cytochrome b/c, complex reduces an exogenous ferricyto-
chrome c,, which then associates with the RC and reduces
P'". Meanwhile, the Qy site is re-filled from a pool of qui-
nones in the membrane and a new ET sequence may be
started.

In principle, a comprehensive theory of ET rates in wild-
type and mutant RCs of Rb. sphaeroides should calculate the
rates of all the types of charge-separation reactions indicated
above and of the appropriate charge-recombination reactions,
using only (structural, thermodynamic, spectroscopic and
electronic) information on the reactants and products of each
step. This is a very complex task, which has been partially
fulfilled by Kuhn and Kitzing [ 10.11]. The alternative has
been a phenomenological analysis based un a first-order time-
dependent perturbation theory [ 12-14], where several phys-
ical parameters are invoked to rescue the situation and fit the
experimental distance, free-energy and temperature depend-
ences of the rates.

The objective of our work is to show that a detailed treat-
meat of these ET rates can be done within the framework of
the intersecting-state model | 15.16]. This model describes
the reactants and products in terms of their effective bond
lengths. force constants and bond orders. using spectroscopic
and structural data previously employed in self-exchange
reactions [ 17~-19]. The rates of highly exothermic reactions
have a free-energy dependence that is modulated by the cou-
pling betwecen reactive and non-reactive modes. The narrow
range of the parameter A which describes this coupling was
obtained in a detailed study of intramolecular ET in solution
[20]. Thus, we calculate the rates of the charge-separation
and charge-recombination reactions taking place in wild-type
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Fig. 1. Schematic view of the reaction center, showing the edge-to-edge distances tin A) between the cofactors and the free-cnergy differences (in eV)

involved in the ET steps.
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and mutant RCs of Rb. sphaeroides in the 4-310 K temper-
ature range, using only reaction free-energies, physical
parameters of the reactants and protein medium, and a cou-
pling constant. Our calculations do not require a detailed
knowledge of the protein structure nor the adjustment of
parameters. The following remarkable features exhibited by
RCs are addressed:
(i) The forward ET rates are much faster than the charge-
recombinatior rates, leading in 150 ps to a separation of
charges with high efficiency over a distance of 30 A.
(ii) The rates of the H, "~ —» Q. and Q"™ = P'* steps are
only mildly dependent on variations of their free energies,
giving rise to rather flat free-encrgy profiles over a range
of 0.3 eV. However, the rates of the P* = B, . Q"™ »P*
and cytc®* = P steps increase by a factor of 10 at room
temperature when their driving forces increase by 0.15eV.
(iii) Theratesofthe P*—» B, .H,”” = Q andQ," —P"'
steps increase slightly when the RCs are cooled from room
temperature to cryogenic temperatures. However. for tem-
peratures above 250 K. the rates of the Q. —Qj.
Qu~ —~P* and cyic*' =»P"* reactions show an Arthe-
nius hehavior. The change from a high-temperature acti-
vated region to a temperature-independent rate at low
temperatures exhibited by the photosynthetic bacterium
Chromatium vinosum 121) comes naturally in our
calculations.
(iv) ET proceeds predominantly via the L-branch of the
RC.

2. Overview
2.1. Experimental information

The two bacteriochiorophyll molecules of the special pair
are nearly parallel, separated by 3.1 A. and are offset so that
there is an overlap of only one pyrrole ring of each molecule.
There is some debate on whether histidines (L)173 and
(M) 202 are true ligands of the magnesium ions of the special
pair. The Mg-N distances reported for histidine (M)202

longer than the Mg-N distances cbserved for smali-molecule
structures of chlorophyll derivatives with five-coordinate
magnesium (2.0-2.1 A) [22]. When these histidine ligands
of the special pair are replaced by a bulky, non-coordinating
ligand such as leucine or phenylalanine, the special pair
assembles but the bacteriochlorophyll whose axial histidine
was replaced loses its Mg atom. It was recently shown that
the nature of the axial ligand has little intluence on the prop-
erties of the special pair [23]. Wild-type RCs show fully
reversible Nernstian behavior with an electrochemical mid-
point for the special pair of £, =0.500 V versus the normal
hydrogen electrode, NHE [24,25].

The charge separation in the RC is triggered by the elec-
tronic excitation of the special pair, P*, which has an excited
state energy Es=1.39 eV [26]. The ET time of P* in the

isolated RC is opproximately 3.5 ps at room temperature [ 27-
30]: measured from a single exponential fit to the stimulated
emission of P* in the infrared. this decreases to 1.2 psat 8 K
[27]. There is general agreement that the reduced form of
H,_is generated with the photoinduced ET from the special
pair, but the mechanism of this forward. selective, charge-
separating step is not settled. Despite the structural symmeiry
of the RC, the reaction proceeds preferentially along the L-
branch [31]. A selectivity larger than five favouring the L-
branch relative to the M-branch was obtained at room
temperature for RCs of Rps. viridis and Rb. sphaeroides [ 32].
The lower limit of this selectivity increases to 25 at 80 K for
Rb. sphaeroides RCs [33], and to 200 for Rps. viridis RCs
at 90 K [34]. The most controversial issue has been the role
played by the accessory bacteriochlorophylls. The difficulty
in observing a reduced accessory bacteriochlorophyll (B, ")
and the 10.0 A long cdge-to-edge distance between P* and
H, .. Iead to the proposal of three possible mechanisms for this
primary charge separation: (i) the energy of B, is much
higher than that of P* [35]. and B,_acts as a superexchange
mediator between P* and H, [33.36.37]: (ii) the energy of
B, is similar to that of P* and the electron exchange between
them s reversible [ 38]: (iii) the energy of B, is sufficiently
lower than that of P* [39], so that B, ™ is a real kinetic
intermediate. with a time constant for its formation that is
longer than the time constant for its ET to Hy_ [40]. The view
currcntly emerging is that the energy of B, is approximately
0.04 eV lower than that of P* [38.41]. Thus. we will
approach the mechanism for the initial charge separation as
the transfer of an electron from P* to B, and then from B, ~
toH,.

The free-cnergy difference between P* and H; "~ has been
measured by different techniques. A free-energy gap of 0.14
¢V was obtained from the delayed fluorescence at reom tem-
perature, decreasing to 0.05 ¢V at 100 K and to 0.01 eV at
20 K [42.43]. A gap of 0.263 ¢V was obtained from the
energies of P* and *P. associated with magnetic field effect
studies on the frec-erergy difference between *P and *{P°~
H;" " . and this gap was found to be approximately inde-
pendent of temperature {44]. A gap of 0.20 to 0.25 eV has
been determined by MARY spectroscopy {45]. The discrep-
ancy between these two types of measurements has been
assigned to their different time scales: the delayed fluores-
cence measurcments arc made with a nanosecond time win-
dow invelving an unrelaxed [P** H,"~ | ion pair [46]. Itis
now accepted that the relaxed [P* H, 7| state lies 0.25-
0.28 eV below the P* state in wild-type RC [24]. The tree-
energy differences for the ET from P* to B, (AG"= —0.04
¢V) and from B, to H, (AG"= —0.21 V), together with
femtosecond transient absorption studies [38]. favour the
sequential mechanism. Within the framework of this mech-
anism, the rate constants for each of the two steps are approx-
imately the inverse of the corresponding lifetimes. Lifetimes
of 3.5 and 0.9 ps were obtained by Zinth and coworkers
[40,47]. and of 3.1 and 1.5 ps were obtained by Holzwarth
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and Miiller { 38]. Replacing H, by pheophytins decreasesthe
driving force of the ET from B, ~ to H, . and lifetimes of 1.5
ps were measured for B, © [41.48].

ET from H; "~ to Q,. in the native and in Q,-site reconsti-
tuted RC. has been studied in great detail [49.50). Based on
the electrochemical  midpoint  potentials  of  H/H’
(E,,= —0.70 V versus NHE) and of the native ubiquinone-
10 Q, cofactor (E,,= —0.05 V). Dutton and Gunner esti-
mated that AG" for the ET from H," o the native Q, is
—10.65 eV [50]. These authors also presented arguments for
arclatively temperature independent value of AG”. Using the
electrochemical midpoint potential of P° /P (£, =0.50 V).
they also estimated that charge recombination from the native
Q. toP’ hus AG’= — (.50 ¢V. which argues in favour of
AG"= —0.24 ¢V for the free-cnergy ditference between P*
and [P~ H," ]. By using a wide range of quinone and non-
quinone molecules in the Q, site. Dutton and Gunner exten-
sively probed the frec-energy dependence of the Hy” 0 Q,,
ET rate. Their results show that these rates depend only
weakly on AG" over a 0.3 ¢V range. covering the values
abserved in the native system. The lifetime of H,"  in the
wild type RC, 148 ps [38]. scems to be shorter than the
lifetimes of Q ,-site reconstituted RCs { 51]. Furthermore, the
rates appear to decrease slightly from room temperature to
113 K and then increase as the temperature continues 10
decrease to 14 K [50].

The frec-encrgy gap between the [P QL | and [P
Qg ] states has been measured by many techniques and all
the methods give remarkably consistent values of —0.06 w0
—0.08 ¢V [52.53]. At 294 K the ET time for transfer from
Q. 0 Qy in native RCs is 150 s | 54]. The lifetime
increases w 350 ps when the RCs are depleted of the non-
heme iron. but recovers the original value when the RCs are
reconstituted with divalent metal ions [54]. A Van't Hoft
plot of the equilibrium constants of the [P*' Q" |~ [P
Q7| reaction at temperatures ranging from 273 to 303 K,
reveals that the equilibrium constant increases withadecrease
in temperature |52]. The temperature dexendence of the ET
rate was also measured over that temperature range and lincar
Arrhenius and Eyring plots were obtained [52]. The Arrhe-
nius plot gave A=2x 10" " "and E,=60 kJ mot *. The
Eyring plot gave an activation enthalpy of 57 kJ mol ' and
a near zero activation entropy. The large pre-exponential
factor (or the near zero activation entropy ) is not consistent
with a first-order ET between donor and acceptor separated
by 125 A. The temperature dependences of intramolecular
ETs across rigid spacers keeping electron donor and acceptor
about 10 A apart {55-57]. have pre-cxponential factors in
the 10°-10'" s~ ' range. Furthermore, the activation energy
obtained by Mancino et al. [52] is much higher than the
E,=20 k§ mol" ' obtained in the temperature dependence
studics of electron self-exchanges of organic species in solu-
tion [58}. £,=20 kJ mol "' is also the value that fits the
temperature dependence of the intramolecular ET from the
biphenylyl to naphthyl group across a steroid spacer [55].

which has a driving force similar to that of the Q" —Qy
step. Given the coimplex pH hehavior of the Q" — Qy, step
| 52]. itis possible that the observed temperature dependence
is not that of the ET reaction.

While an electron is transicrred from Q" to Q. an exog-
cnous cytochrome ¢, evte® ', reduces the photo-oxidized
primary donor. P*° . with a characteristic lifetime of ET of
960 ns [59]. This water-soluble single heme cytochrome ¢,
whose three-dimensional structure has been  determined
[60]. does not crystallize as an integral part of the RC. In
this respect Rb. sphaeraoides ditfers trom Rps. viridis. which
has a tetra-heme c-type cytachrome tightly bound to the
membrane polypeptide core of the RC. Thus. it was possible
to measure .= 11 A between the special pair and the closest
heme of the bound cytochrome in Rps. viridis and a transfer
time of 270 ns [ 61 . For the analogous distance in Rb. sphace-
roides values between 9 and 14 A have been proposed | 59].
More recently. the RCand cyte”™* from Rh. sphaeroides were
co-crystallized [ 62]. The data were not of good enough qual-
ity o unambiguously position the cyte®” and its manual
positioning into the electron density patches lead to v, = 14
A. From the midpoint potentials of cyte® * /eyte* ' and P/P™
pairs. AG"= —0.16 ¢V was estimated for the wild type RC
[59]. Measurements of ET rates from cyte® ' to a series of
mutant RCs showed that ihese rates are strongly dependent
of their driving foree |59]. A temperature dependence study
revealed that these rates follow a linear Arrhenius plot over
the temperature range 240-300 K. with an activation energy
ca. 20 kI mol ' [63]. This is higher than the activation
energy measured in the same temperature range for Chro-
mativm (E,=13.8 kK mol ', AG"= —-().186 ¢V) and Rps.
viridis (E,=6.7-8.8 kJ mol ', AG"= —0.12 ¢V) [64].
Apparently. E, decreases with an increase in the tightness of
the association between the cytochrome and the RC [63].

An extraordinary feature of the structure of the RC is that
the distances for the forward, charge-separating steps are
always shorter than those of the competing back, charge-
recombination steps. The energies of the charge-recombina-
tion steps can be obtained from the excited state energy of
the special pair and the energies of the charge-separating steps
mentioned above. A limit of 10 to 20 ns tor the charge-
recombination time between H,”  and P*° in wild RCs can
be estimated from the near unity efficiency of its charge
separation and from the ET time from H,” 10 Q, [43 65].
This limit is unlikely to change appreciably with the temper-
ature because neither the efticiency nor the charge-separation
rate are signiticantly temperature dependent. Actually. a
small decrease in the recombination rate was estimated by
Ogradnik etal.. from 5.5X 107s " at 290 K o £.SX 1075 ™!
at 90 K [66]. Charge-recombination lifetimes ranging from
6 to 14 ns were measured in wild-type RCs with non-native
quinones in the Q, site [51].

Charge recombination between various semiquinones in
the Q. site and P*' were studied both as a function of the
temperature and of the free-energy gap [67]. Although Dut-
ton and Gunner investigated a range of AG" values extending
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from —0.11 10 —0.94 ¢V. they found only a small depend-
ence of the ET rates on their driving forces. These ET rates
were found to be virtually independent of the temperature
from 5 to 100 K, and 0 decrease several-fold from 100 to
300 K. Furthermore. this significant decrease in rate with
increasing temperature is observed in a range of AG" from
—0.4to —0.6 ¢V. At cach temperature, there is an increase
in the rate of P"' reduction with the increase in the tail length
of the quinone in the Q" site. The edge-to-edge distance
between Q,° and P°' was not reported by Deisenhofer et
al. |8]. Moser et al. estimated this distance tobe 22.5 A [6].
The criterion used by Moser et al. gives systematically larger
r. values than that of’ Deisenhofer ¢t al. To maintain the
internal consistency of our calculations. we must correct for
the differences between these two sources and use 1, =21.5
A for the Q. " o P’ charge recombinations.

in native RCs, the charge-recombination beiween the sec-
ondary semiquinone. Q" . and the oxidized special pair. P
proceeds via an indirect path involving the intermediate state
[P Q. Qul [68]. However, the direct charge recombi-
nation between the native semiquinone in the Qg site and P**
can be measured by raising the energy of the {P7' Q" Q]
state through substitution of the native quinone in the Q, site
by low potential quinones |69]. The observed direct charge-
recombination rates increase from0.115s ' at277K100.176
s "at 313 K. Feher and coworkers studied the free-energy
dependence of these rates by making use of their pH depend-
ence [53.69]. For the reasons discussed above, we correct
the edge-to-cdge distance given Moseretal.. r, =23.5 Al6]
by the difference with the data of Deisenhofer et al. [8].
Thus, we have r, = 22.5 A for this charge recombination.

Fig. 1 summarizes the experimental structural and ener-
getic data on the nine types of ET reactions experimentally
measured in native Rh. sphaeroides RCs.,

2.2. Conventional non-adiabatic multiphonon theory

Most of the attempts to model ET processes in biological
systems have been based on the non-adiabatic multiphonon
radiationless transition theory [70.71]. According to this
model. the theoretical free-cnergy gap dependence is given
by [72]

2ry
kxar .«=(7)IV’IF(A,,,. fiw, Ao AG". T) (n

where Vis the clectronic coupling between donor and accep-
tor and F is the nuclear Franck-Condon factor. This factor is
characterized by low-frequency (medium)  vibrational
modes with an average frequency w,, and a reorganization
energy A,,. and by the effective high-frequency (intramolec-
ular) vibrational mode w; with a reorganization energy A;.
This factor has contributions trom the medium modes (F,,)
and from the intramolecular high-frequency modes (F;) {72]
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i« the mean thermal vibrational excitation,
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is the vibrational-clectron coupling,
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m

and /. ---} is the moditied Bessel function of order p. The
AG" and T dependencies of the several ET processes in Rb.
sphaeroides RCs have been experimentally explored over a
wide range of values. but five theoretical parameters are
needed to describe such dependences and have to be fiited 1o
the experimental data. In principle. the electronic coupling V
can be calculated cither as the electron tunneling probability
through an uniform effective barrier [6] or from a superex-
change model acccunting for the nature of the bridge {73].
A different sort of algorithm constructs ET pathways from
covalent linkages between adjacent atoms, hydrogen bonds,
and through space jumps [74]. The search for the optimal
pathways that connect donor and acceptoris based onay rystal
structure. A serious problem with the application of this
method to calculate ET distance dependencies in RCs. is that
the density of the published structure of Rb. sphaeroides
appears to be 10% less than that cxpecied from typical values
of protein specific gravity [ 75]. The unresolved atoms. pre-
sumably water molecules, may be of critical importance to
the ET pathways. Given these difficulties, the practice is to
fit V to reproduce the value of the maximum rate constant
observed for a given system, [t should be emphasized that the
validity of this non-adiabatic theory rests on the assumption
that the electronic coupling is weak relativ: to the character-
istic vibrational energies of the system [76]. For ET in a
polar liquid, the medium reorganization energy A, can be

expressed in terms of the Marcus-Levich expression [77-
80]. developed for changes in the charging energy in rigid

conductors in a dielectric continuum [81], but for biological

systems A, is obtained from the AG" value corresponding to

maximum rate. The intermolecular protein modes have fre-
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quencies in the range fiw,, =0-150 cm ™' [82], and fiw,, is
fitted to reproduce the curvature of the free-energy depend-
ence. The high-frequency modes correspond either to metal-
ligand vibrations in the first coordination shell of solvated
ions (Aw,=300-500 cm™'), or to the C-C (Ao, = 1000~
1600 cm™') and C-H (%, = 3000 cm ') stretching modes
of organic molecules | 83]. The asymmetry of the frec-energy
plots determines the choice of #w,, because larger values of
hw, give a slower decrease in the rates with an increase in the
driving force of the ETs in the inverted region [83]. The
reorganization energy of the high-frequency modes is related
to the horizontal displacement of their (oxidized and
reduced) potential energy surfaces [84.85]: the practice in
biological systems is to obtain its value from ihe temperature
dependence of the ET rates in the inverted region. With A, =0
the rates in the inverted region are strongly dependent on the
temperature: however. for the protein medium of the RC,
A, =0.186 eV leads to nearly temperature independent rates
in this region [86].

The gross features of the temperature dependence of the
decay of P* are reproduced by the non-adiabatic ET theory
in the limit of activationless rates using fiw,, = 80-100cm '
and presuming that the driving force of the reaction is that of
the process {P*H, | = [P"* H," " |.1.e. A=AG"= —-0.25eV
[87]. Alternatively, incorporating high-frequency quantum
modes. iw=1500 cm " ' and A, > 0.1, practically activation-
less ET is expected to prevail over the range 0.5 < — AG"/
A< 10 {86]. and the temperature dependence of the decay of
P* can be fitted within the sequential model. These parame-
ters were also used iogether with V=2.5 meV, A=0.10 ¢V
and fiew,, =95 cm ' to reproduce the free-energy dependence
of the primary churge separation using the sequential model.
The complete set of parameters adjusted in these calculations
[72] is shown in Table i.

The rate of charge recombination between H,” and P°*
decreases; by a factor of 3.8 when the temperature is decreased
from 290 to 90 K [€6]. This feature can be reproduced with
A,=0.1-0.2 eV, hey=1500 cm ™' and A,,=0.2 eV [86].
under the assumption V is nearly the same as for the charge-
recombination reaction in the triplet state, V=0.1 meV [89].

The ET rates from H,” " t0 Q, und from Q,"” to P'" are
independent of the temperature over a large range of —AG".
showing that ET in RCs is coupled to intermediate ( medium)

Table |
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and high-energy (internal) vibrations [50]. With the para-
meters shown in Table 1 it is possible to model the general
features of the dependence of the ET rate on —AG® and
temperature. However, this theory cannot accommodate the
slower rate from H, "~ to Q, at 113 K compared with values
295, 35 or 14 K [50]. This can only be explained assuming
tha* the value of V depends on the temperature. Such a
dependence was attributed to temperature-dependent
changes in the protein structure [50]. The decrease in rates
with increase in temperature observed in the Q" to P'*
charge recombinations over a range of —AG" from 0.4 t0 0.6
eV, also supports an expansion or reorientation of the RC
with increase in temperature [ 67 ). The analysis of this system
using the non-adiabatic ET theory requires that higher energy
molecular vibrations play a dominant role in the ET process.
One set of parameters used to fit the experimental rates is
shown in Table 1.

The temperature dependence of the reduction of P** by
cytochrome ¢, in Rb. sphaeroides was studied in the 23C-
300 K range. An Arrhenius behavior with an activation
energy between 20-24 kJ mol ~ ' was observed for the first-
order cytc-RC complex electron donation: the rate constant
decreases from 1.7X 10°s 7' at 205 Kto 1.6 X 10°s 7' a1 238
K [63]. Below this temperature it was not possible to analyse
the Kinetics of the first-order reduction of P* . A more favour-
able situation occurs in bacteria where the cytochrome is more
firmly bound to the RC, as in Rps. viridis and Chromatium.
Activation energies lying between 6.7 and 8.8 kJ mol ™' have
been measured over the same temperature range for ET from
the highest potential heme to P°* in Rps. viridis RC [64].
The high-temperature region of cytochrome ¢ oxidation in
Cromatiwm has an activation energy of 13.8 kJ mol ™'
[21.90]. The most interesting feature of this systemt is that
the ET rate drops from about 10°s "' at 300 K to 3x 10°s ™"
at 100 K and then remains essentially constant down to 4 K
[21.91,92]. The reasons for this sudden change in behavior
around 120 K are stifl a matter of debate. Initially it was
proposed that the sharp break in the experimental data was
due to the onset of nuclear tunneling at low temperatures, and
the data were fitted with a very large coupling V=90 cm™ ',
a (presumably intramolecular) vibrational frequency of
hw=500 cm ™' and a huge intramolecular reorganization
energy A, =2.29 eV [85]. This set of parameters is not con-

Parumeters fitted to the kinetic data in the description of ET rates in RCs. using the multiphonon non-adiabatic theory

System v hw,, An ho, A, S, Fitting Rety.
(meV) em™") (ineV) (em ) (meV)

{P*B, ] = {P'B, | 25 95 100 1500 0.5 AG. T 172}

{P"H, | —=[{PH,] 011 200 1500 0.5-¢ T [86]

[H" Qal =4, Q4 | (22-8.7)x10 ° 120 600 1600 200 XG.T 150}

Qs P = [Q.P} (26-8.8) X 10" 120 375 1600 200 AG. T [R)]

eyt Pt j—leyte’” P 1.2%107° 100 124 1000 62 T (88

* The fitting of three additional parameters was also required to reproduce the temperature depend

"proicin specific dynamics”.

of Cr

these parameters were assigned to
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sistent with the parameters shown in Table 1 for similar reac-
tions, and an alternative mechanism postulating two parallel
oxidations involving two different heme groups in the cyto-
chrome ¢ protein, was proposed by Bixon and Jortner [93].
In the low-temperature limit an activationless process domi-
nates (A= —AG"=0.432 eV) and the rate is fitted with
V=8X10"*cm™' and fiw= 100 cm ™', whereas the high-
temperature limit of the rate is described by the high-temper-
ature classical limit of the non-adiabatic ET theory
[70,76.94)

2 . | l (AG"+))°
LT v/ . S - 8
o h v 4ART cxp 4ART (8)

using the same value of AG", V=6.8x 10" *eVand A=0.14
¢V [82]. Knapp and Fischer criticized the use of these elec-
tronic parameters in view of the structure of Rps. viridis, and
proposed yet amother fitt V=3.7Xx10"7 eV, fw,=100
cm L A,=0.12 ¢V, fiw,= 1000 cm™ ', A;=0.06 <V [88].
Responding to that criticism, Bixon and Jortner revised the
parameters of the parallel cytockrome oxidation mechanism
and proposed a new set of parameters for the low-temperature
activationless process (A=0.50-0.75 eV, V=(1.6-5.0) X
10" "eV and Aw,, = 100 cm ~ ') and for the hich-temperature
activated process (A=0.99 eV, V=57x10""eV) [95].
However, the implication that A is now higher for the closest
cytochrome is not satisfactory [96]. The parallel path mech-
anism was also criticized by Cartling on the basis that the
cytochrome ¢ of Rb. sphaeroides has a single heme but shows
the same temperature dependence as Cromatium [971. As an
alternative, Cartling proposed a mechanism based on coafor-
mational control of ET. However, gating of ET by confor-
mational transitions in proteins is unlikely in view of the
‘uniform’ electronic barrier to electron tunneling observed
for the generality of biological ETs [6].

The complexity of Eqgs. (1)-(7) and the diversity of fit-
tings for the reduction of P°* by cytochrome c, illustrate the
shortcomings of this theory, which is of limited guidance to
the experimentalist. Actually, the initial charge-separation
step can be fitted using the sequential mechanism as described
above. or using a superexchange mechanism [33]. Tie mul-
tiparameter expression (1) does not give exact numerical
values for A or fiw in each class of reactions {50]. A more
favourable situation occuts in the temperature region where
the thermal energy kT is much higher than fiw, the cnergy
of the vibration coupled to ET, and Eq. (8) can be employed.
In this case only two parameters, V and A, need to be fitted to
describe the AG” and temperature dependences of the reac-
tions. This is the case of the Qg™ to P** charge recombination
and Q4" to Gy charge shift. A fit of Eq. (8) to the charge
recombination between Qg*~ and P°* gave V=12X10"*
cm ™' and A=1.1 eV [69]. However, in such cases the tem-
perature dependence of the rates can be described by Arrhe-
nius (Ink vs. 1/7) and Eyring (In (k/T) vs. 1/T) plots, that
also employ two parameters. This has been done for the Q,"~
to Qp transfer [52).

Although the non-adiabuiic ET theory can be used to fit
the free-cnergy and temperature dependences of ET rates in
RCs. it does not provide a method to calculate the pacameters
involved in the fittings and makes use of up to five adjustable
parameters (V.A,. fiw,. A, fw) and two mechanisms
(superexchonge versus sequential ET, two parallel oxida-
tions) to reproduce the distance, free-energy and temperature
dependence of each ET step in bacteria RCs. More specifi-
cally. it is of critical importance to calcuiate the electronic
coupling between donor and acceptor, which apparently var-
ies from 2.5X 107 10 8.8 X 10~ eV and accounts for vasi-
ations in the rates of 11 orders of magnitude. The medium
and intramolecular reorganization energies of these ETs,
which range between 1.1 and 0.1 eV and lead to rate variations
spenning four orders of magnitude at room temperatur:.
should be calculated from the representation of the medium
as a continuum diclectric and from the pertinent stiuctural
and spectroscopic data {84]. Finally. the role of the (medium
and intramolecular) vibrational modes is deduced from ana
posteriori analysis of the fittings.

3. Theory

The calculation of ET rates requires the use of two meth-
ods: one to calculaie the barrier for electronic transmission
from the electron donor to the acceptor ( non-adiabatic fac-
tor), and the other to calculate the nuclear reorganization
barrier ( Franck-Condon factor). These two methods can be
developed separately, in the spirit of the Bom-Oppenheimer
approximation. This separation is also used in the non-adia-
batic multiphonon ET theory discussed above. However. our
approach to calculate ET rates differs considerably from that
theory. We first introduce simplified physical models that
support our formulation of the ET rates. and then we calculate
the rates without any further approximations. Our objective
is to provide absolute estimates of all the ET rates occurring
in the RC of Rb. sphaeroides. rasher than to fit very closely
the experimental rates by systematic adjustments of the model
Or its parameters.

3.1. Frequency factors

Bound systems oscillate about equilibrium positions.
When such a system moves along a reaction coordinate, it
will meet the reaction energy barrier in its motion. On each
impact on that barrier there is a finite probability that the
reactants escape and form the products, either because the
reactants have enough energy to surmount the barmier or
because they may tunnel through it. According to transition-
state theory. the reaction coordinate is a very loose vibrational
coordinate of the transition state that allows it to dissociate
into the products. The rate constant of the reaction is the
product of the concentration of transition states and the fre-
quency of their decomposition. At room temperature, the
frequency of that decomposition. kg7/h, corresponds to a
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vibration of 200 ¢cm ', Outer-sphere ET reactions occur with-
out the dissociation of any vibrational modes. The frequencies
of the reactive bonds range from 200-500 ¢cm ™' in metal-
ligand bonds of metal complexes. toca. 1600em ™ ! i double
bonds of organic species. Thus. the nuclear frequencies
in adiabatic ET reactions arc in the range »,=5X
107 =5 10" s~ ', This is much lower than typical elec-
tronic frequencies. which are usually taken as i, =1% 10"
s !, and does not question the validity of the Born-Oppen-
heimer approximation. However. intermolecular ET occurs
at distances larger than the sum of the van der Waals radii of
the two reactants (3.6 A) [6!. At this distance, a typical
distance decay coefficient 8=1.4 A ' leads to a non-adia-
batic electronic factor of y,, = (0L0065. i.c. the effective elec-
tronic frequency drops 1o x, 1, <6.5% 10" s !, The same
limit is expected for intramolecular donor-spacer-aceeptor
systems, when the spacer is made up of more than two single
CC bonds constrained to an extended configuration. This
simple reasoning shows that in outer-sphere ET reactions the
effective electronic frequency is of the same magnitude or
smaller than the effective nuclear frequency.

The sinvitancous involvement of nuclear and effective
clectronic frequencics in determining the frequency of an ET
process is illustrated in Fig. 2. The frequency of ihe reaction
is that of the approach to the reaction barrier. The crossing of
the barrier follows the direction of the normal to the intersee-
tion between reactant and product representations. Fig. 2(a)
shows the partict lur case where y, 1, = v,. and the frequency
domains can be represented by circles. Presuming that there
are no frequency shifts in the course of the reaction, the
intersection of reactants and products oceurs along the y=x
line. The normal to the circle representing the rractant fre-
quency domain has a slope of unity. indicating that nuclear
and effective electronic frequencies contribute equally to the
impuct of the system on the reaction energy barrier. Fig. 2{b)
illustrates a non-adiabatic ET where v, =Sy z,. The inter-
section of the line y=x with the cllipse representing the
reactants and centered at the origin, (3 )7/ ()7 +(v)7/
(Xa¥a) =1, occurs at the point v, =x,=y 1,1/
1 xt) + (11,0712 The normal to the cllipse at this point
has the slope of (v, /()" =25

In general. the contributions of the effective electronic and
nuclear frequencics to the reaction frequency are given by

17 : v, 2
P=X b SEN ill’clg{ —L‘—) +1, o8 ( . ) (9
\Xabe Xetbar

For the particular cases of Fig. 2(a) and 2(b). v=2/2( x.,.
Vat v, =y 2xavy and r=099y v, + 0040, = 12y,
respectively. The limit of x,, v, is attained for strongly non-
adiabatic ET reactions. Using Eq. (9). the calculation of the
effective frequency requires the knowledge of the nuclear
frequency. the electronic frequency and the non-adiabatic
factor. The nuclear frequency can be taken from the frequen-
cies of the vibrational modes referred to above: v, =6.4 X
10" s ! for bacteriochlorophyll, 1 X 10" s ! for cytc. § X

XaVa T 7 ’ (@)

@ ,

7/
.
d
7/
—
v

2
7 "

< >

S e v
Fig. 2. Frequeney domains of reactant (R) and product (P) in an clectron
exchange without frequency shifts. The horizontal axis represents the nuclear
frequency €o,) and the vertical axis represents the effective electronic fre-
queney (y#). The reaction treyaency () that effectively transforms the
reactants an the products is represented by a thick arrow with a direction
given by normal to the reactants curve at the intersection between R and P
curves, Upper scheme. #, = it lower scheme, 1, = Sy 0.

(b

10" s ! for aromatic systems and ¢ 1,)7 = (/) [ (¢,  +
()] for mixed cases. The clectronic frequency is
ra=1Xx10" s ' A method to calculate the non-adiabatic
factor is discussed below. In practice, the reaction frequency
rin RCs does not exceed the value of y, ., by more than a
factor of' 1.5. Therefore. the main factor controlling the reac-
tion frequency v is the electronic non-adiabatic factor y,,. For
all the ET reactions in the RCs considered in this work, we
verified that v= 10"y, s . although our calculations made
use of Eq. (9).

A simple but reliable model 10 calculate the distance-
dependent non-adiabatic factor has been presented in detail
elsewhere [19.20]. In summary. the distance dependence of
the eiectronic factor can be coalculated as the permeability of
a rectangular barrier in the WKB approximation

)

X.=exp| ~ ;—'V2m\.f °r, (10)

where m, is the electron mass, r, is the barrier length and &

the barrier height. Given that the speed of light in a given

medium (v) is refated to its speed in the vacuum (¢) through

the refractive index of a medium (). v = ¢/ ny,. that energies

are related to square of the velocities and that Maxwell rela-

tions can be used to obtain €. = (1;,)”. we suggested that
&b,

b=— (1
E\)p

where @, is the difference between the energy of the electron

in the donor and its energy at rest in the vacuum. The value

of &, for excited electrons in P* can be taken from the abso-
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lute potential of NHE ( gy =344 eV) [98], the clectro-
chemical midpoint  potential of P* /P versus NHE
(E,,=0.500 V) and the excited state energy of P* (E¢=1.39
eV)

Dy PF )=y +E ,—Es=355¢V (12)

The @, values of each subsequent ET can be obtained from
@,(P*) and the reaction free-energy ditference between P#
and the corresponding ET step. The opuical diclectric constant
of proteins has been estimated to be close to that of amides,
2. €,,=2.1-2-2 199]. We take the refractive index of for-
mamide. n;, = 1.45. as the refractive index of the RCs at room
temperature in all our calculations.

3.2. Equivalent intramolecular Franck-Condon fuctors

We will consider. as a first approximation. that the tree-
energy barrier for ET is dominated by nuclear displacements
that originate mostly fromthe stretching of the reactive bonds.
When the reactive bonds are approximated by harmonic oscil-
lators, with force constants given by their vibrational fre-
quencies. the nuclear reorganization energy is related to the
distortions of these oscillators from their equilibrium posi-
tions to the transition-state configuration (Fig. 3). This rep-
resentation of the unidimensional reaction coordinate () is
related to the “diabatic path® of Evans and Folanyi [ 100].
proposed in the mid-1930s to locate the transition state of a
bond-breaking—bond-forming process in terms of independ-
ent stretches of the internal coordinates of reactant and
product. The sum of the j bond length changes can be written
as

d=ll; =1 =1+ 1, = (13)

2wy z.-:ql

where [y .. {1 -0 Loy e the equilibrium bond lengths of
the j bords involved in the reaction coordinate, and /-, /75,
.... I, are the corresponding bond lengths at the transition
state configuration. A methad to estimate such a reaction
coordinate is provided by the intersecting-state model (1ISM)
115.16.101].

The ISM was originally developed to calculate the rates of
boud-breaking-bond-forming reactions. This model relates
cach reactive bond distortion, from an equilibrium to a tran-
sition state configuration, with the change in its bond order.
Fauling’s definition of bond order | 102} is followed. and the
reaction coordinate is approached in a similar manner to the
BEBO model proposed by Johnston and Parr [ 103]. How-
ever, ISM incorporates two important features absent in other
models. Firstly. when higher energy electronic configurations
mix extenstvely with the lower energy configuration at the
transition state, the transition-state bond order (n°) used in
ISMis enhanced relative to that expected from a simple bond-
breaking process [ 104]. Secondly. ISM accounts for the dis-
sipation of the reaction energy by non-reactive modes present
in the molecule or in the medium, by including the eftect of
a mixing entropy parameter () in the reaction coordinate

free-energy

reaction cooedinate
Fig. 3. Free-energy protile along the reaction coordinate defined by the ISM.
Reactant and product are represented by harmonic oscilluiors with foree
constants £, and f. respectively. The reaction coordinate o is given by the
sum ol the bond length changes from e equilibrium to the ransition state
conligurations. The nuclear tunneling barrier width is represented by Av

[ 103.106]. Under these conditions. it was shown that the
sum of the reactive bond distortions is given by
H+expt yEpT"AG"/\)

e —
= T+expty2nAG" 1]

;
d=(,+1,)>— In (14)
=N

were a’ = 0,156 is a constant related to Pauling’s “universal®
constante | 102]. When AG” - 0or 1 — = Eq. ¢ 14) reduces
10

Ini2
<1=u,+/,,:"':—’ (1%)
]

Using the relations shown in Fig. 3. we have

o .
fd:=Shid=d )" +3G" (16)

19| —

and the nuclear reorganization frec-energy barrier is

G =<fd; (17

(IS}

An important asset of this methoed is that the free-energy
barrier (AGY) is related to known structural (equilibrium
bond lengths £, and /). spectroscopic (force constants f; and
1) and electronic (transition-state bond orders n° ) propertics
of the reactants and procucts, and to the thermodynamics of
the reaction ( free-cnergy AG"). For very exothermic reac-
tions (AG" < = 350KJ mol ') the rates can only be rigorously
calculated knowing the value of an energy dissipation param-
eter (.1). This parameter is related to the coupling between
reactive (reaction coordinate) and non-reactive (bath)
modes. Strongly coupled modes behave statistically and the
active modes of the nascent products are uncorrelated with
the modes for activation of the reactants. except through
conservation laws (energy. total angular momentum and its
projection on one axis. lincar momentum. electron spin angu-
lur mementum) and detailed balancing [ 107 ]. This situation
is likely to occur if the potential gradients are smooth. In this
case the reaction energy is statistically distributed among the
bath modes and A is high [ 18]. Alternatively. if the potendal



120 L.G. Arnaut. S.J. Formosinho / Journal of Photachemistry and Photobiology A: Chemistry 111 (1997) 111-138

gradients are large, the coupling is likely to be weak. In this
case, vibrationally excited products are formed and A is low.
For reactions in condensed media, the value of A is obtained
from the phenomenological free-energy dependence of the
reaction rates. Its value is expected to be constant for the same
type of reactions in a given medium, becausc the potential
gradients are similar. Lowering the temperature increases the
rigidity of the system and may modify the coupling between
reactive and medium modes. However, the protein medium
of RCs is already rigid at room temperature {108}, and the
coupling in this system is not expected to be significantly
temperature dependent.

The ISM has been extensively applied to atom-transfer
{151, methyl group-transfer [ 109], hydride-transfer [110]
and proton-transfer reactions [ 101,11i~121]. The extension
of the ISM from bond-breaking — bond-forming reactions to
outer-sphere ET reactions. is based on the hypothesis that ET
rates are determined by the bond rearrangements of the oxi-
dized and reduced species prior to the transfer of the electron.
If this is the case. the transition-state configuration coincides
with the optimal Franck—Condon factors and the methodol-
ogy employed by the ISM should be valid for both types of
reactions. The sum o? the bond distortions, d. represents the
geometric requirements for the shift of an electron cloud and
for the nreparation of the reactants towards the equilibrium
configuration of the products. This requirement is equivalent
to the conservation of nuclei momentum and the ISM works
as a universal scaling relationship for Franck-Cordon
factors.

The crucial difference between the application of the ISM
to bond-breaking-bond-forming reactions

A-B + C—A + B-C (I
and to ET reactions,
R;.d'-"R‘,‘—)l'""*P ‘“)

is the aature of n*. In the former processes the bond order of
AB decreases from unity in the reactants to zero in the prod-
ucts, while the opposite is happening to the bond order of the
BC bond. In the absence of significant resonance with higher
energy electrenic configurations in the transitior -state region,
n*=0.5. In ET reactions, we have to acc.unt for two reactants
and two producis. The sum of the bond orders of the reactants
is identical to that of the products. Thus, the total bond cvder
is preserved. For example, the bond order of p-benzoquinone
is the average of the bond orders of two C=C double bonds.
four C-C single bonds and two C=0 double bonds, i.c.
n,, = 1.50; on the other hand, its semiquinone radical has a

/ \ \

smaller bond order because the extra electron is accommo-
dated in an anti-bonding orbiial delocalized over the conju-
gated system, n.., = 1.44. The transition-state bond order is
then n* = 1.47. In this approach we neglect the contribution
of the CH bonds to the reaction coordinate because they are
irrelevant for the orbitals involved in ET. Details on the cal-
culations of n* for a wide range of organic molecules and
transition-metal complexes can be found elsewhere [ 16-20].
For the purpose of this work, it is instructive to show how
the transition state bond order of cytc must be estimated. The
electronic interaction between the p-orbitals of the aronatic
ligands and the d-orbitals of the metal lead to metal-ligand
bonds with double bond character in the reactants with the
configuration required for ET (Scheme 1). Thus we have

=2 for the Fe-N(aromatic) bonds. The bond order of the
Fe-S bond can be estimated from the Gordy equation [ 122],
which relates bond orders to force constants and bond lengths.
Calibrating this equation with the relevaiat data from
Fe(OH,),** and Fe(OH,),>* complexes. we obtained
n'=1.6 for the Fe-S bonds [ 17]. With five transition state
bond orders of 2 and one of 1.6, we obtain #* = 1.93 for cytc.

The ISM employs a unidimensional reaction coordinate
defined only in terms of total bond distortions, The partition
of those distortions by the reactive bonds is not uniquely
defined. It is legitimate to take advantage of this feature and
represent the reactants by an effective bond length and an
effective force constant. The same can be done for the prod-
ucts. Egs. (14) and (16) relate bond lengths and force con-
stants to #* thus providing a criterion to reduce the
dimensionality of the system. For the sake of consistency
with the averaging procedure used to obtaia #¥, we calculate
the eftective bond lengths as the average of the bond lengths
involved in the reaction coordinate. For example, the average
of the two C=C bonds (/._-=1.322 A), four C-C bonds
(le.=1.477 A) and wwo C=0 bonds (/._,=1.222 A} of
p-benzoguinons [ 123]. gives /., = 1.375 A. The same must
be done to obtain /., for the semiquinone radical. Then. the
eftective bond length of the reactants is

(B WA )
o >

(18)

The effective bond length of the products (/) is calculated
in the same way. The same procedure is used to calculate the
effective bond length of a metal complex. For example,
eyte’ " has [124] fie nosiian) = 2.00 A, e somemoy =2.27 A
and the average of ihe four /i nieme, bonds is 2.055 A,
thus £,,=2.08 A. On the other hand. cyte’* has [125])

O -

‘\//

Scheme 1.
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Leonatiag = 197 A, L somenny =2.32 A and an average
Hio-nnemer = 2.06 A, consequently [, =2.09 A.

The force constant of organic molecules can be obtained
from normal coordinate analysis of their vibrational spectra.
Bending modes are of much lower energy than the stretching
ones, and their contribution to the reorganization energy is
neglected. The etfective force constant of an organic species
can be obtained by a procedure similar to that described for
the effective bond lengths, using only the stretching force
constants of the reactive bonds. Forexample, p-benzoquinone
has the following force constants (in 10° kJ mol™' A~?)
[126): 5.48 (C=C). 2.81 (C-C) and 6.87 (C=C). There-
fore f,, =4.49X 10 ki mol ~* A2,

The force constants of the metal-ligand bonds in com-
plexes are usually taken from their totally symmeltric stretch-
ing frequencies, assuming that the ligand can be taken as a
point mass [ 127,128]. The vibrational spectra of octahedral
hexa-ammine complexes reveal the existence of small split-
tings between symmetric (»,) and antisymmetric (v;)
metal-ligand stretching vibrations (20-40cm ") [129].and
weak metal-to-ligand force constants ( < 1.5X 10* kJ mol ™!
A=) [17.130]. The splitting between v, and , is related to
the interbond coupling constant. €= (v, ~ v,)/2 [131]. Tae
weakness of the metal-ligand bonds leads to anharmonic
effects at relatively low vibrational energies. The concurrence
of weak coupling and anharmonicity suggests that metal-
ligand bonds should be treated as local rather tican as normal
modes, because local mode behavior can b expected from
small interbond coupling constants between anharmonic
vibrational modes {131]. For example, the relatively har-
monic OH bonds of the water molecule have €=50 cm ™’
and change from normal to local mode behavior at the third
vibrational level { 131]. One of us has shown how to calculate
an eftective force constant from the treatment of local modes
as independent oscillators [ 132]. The diagonalization of the
kinetic energy of the motions of the atoms in the molecule
requires that, for a system of two oscillators in a molecule
XYZ of atomic masses m,, m, and m;,, the angle 6 between
the coordinate axes is given by

nry o, 172
cosf=| ————— 19)
(my+m,)(m,+m;)

When the mass n1, of the center-of-mass of the molecule is
much larger than that of the ligand, cos §=0. Under these
conditions, the force constant of an oxidized meial complex
with j ligands is

fu= VAP +Lf(00) +...+ £ (0x)] (20)

where f;(0x). f2(0x), ... f;(0x) are the force constants of the
J metal-to-ligand bonds of the reactant in the oxidized state.
The same procedure is followed to calculate the force constant
of the reactant in the reduced state, f4. The force constant of
the reactants is the average of the effective force constant of
the reactants in the oxidized and reduced states

pRALL NS 1)
The same is done to calculate ihe force constant of the prod-
ucts. There is a contradiction between the arguments for a
local mode behavior and the use of harmonic force constants.
Harmonic force constants overestimate the energy require to
dJistort the bonds and compensate forcos 8= 0, whichslightly
underestimates f,,, and f,... The procedure to calculate the
effective force constants of metal complexes can be illustraied
using cytc as an example. The force constants of the Fe—
N(histidine) bor1s in cytc® */** should be similar to those
of Fe-N(aromatic) bonds in Fe(bpy);* " and Fe(bpy),**
complexes. 1.42X 10° and 1.44 X 10° kJ mol ' A2, respec-
tively [17.18]. The Fe-N(pymole) force constants are
assumed to be close to the Ni-N(pyrrole) force constants in
nickel porphine, nickel tetraphenylporphine and nickel octa-
cthylporphyrine, fo.=fu=3.52X10° kJ mol~' A~?
{133.134). The Fe-S(Met80) force constant in cytc® ™ and
cyte** was estimated 1o be 1.44x10" kJ mol ™' A2
{135,136]. With these values we obtainf,, = f,., = 2.86 X 10°
kimol ™' A2
Now that we have shown how to calculate n*. /., lo. f; and
fp- we only need to knc.. ¢he value of A in order to calculate
AG* from Eq. (14)Eqgs. (16) and ¢ 17). The exact value of
A is only important for very exothermic reactions. Thus, the
charge recombinations from B, " to P* and from H ™ to P"*
are sensitive to the value of A. The challenge of calculating
ihe rates of all ET reactions in the RC without fiting any
parameters can still be met if we take the value of A from
carlier studies on pnotoirduced intramolecular ETs. These
studies revealed that .\ should be in the narrow range of 100-
140 kJ moi ' [20]. In the present calculations we use
A=130 kJ mol ~'. Nearly identical results can be obtained
with .1 = 140 kJ mol " '. the value employed in the description
of the ET rates ia the paradigmatic systems studied by Closs
etal. [137]. and by Verhoeven et al. [ 138].

3.3. Nuclear nnneling

According to the thermodynamic formulation of transition-
state theory, the rate of a chemical reaction such as Eq. (I)
is given by

v=rlil=rlR )R K (22)

(R R expl — 3E
—VI 1ed ol €X RT

where » is the frequency of vibration of the activated com-
plexes in the degree of freedom corresponding to theirdecom-
position, and AG* is the increase in standard Gibbs free
energy in the passage from the initial state to the activated
state. The frequency of an ET reaction (II) is given by Eq.
(9). with the distance-dependent non-adiabatic factor given
by Egs. (10) and (11). The configurational cnergy barrier is
given by Eq. (17). Thus, the classical rate of an ET reaction,
which corresponds to the rate of passage of the system over
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the top of the potential-cnergy barrier. can be caleulated trom
the effective reaction frequency and the configurational bar-
rier given by the ISM.

AG
CaTrexpl — —— (23)
K u.\p( RT)

For sutticiently low temperatures and significant barriers.
the fraction of systems with cnough energy 10 pass over the
top of the energy barrier is negligible. Then, nucleartunneling
through the barrier may become the dominant reaction mech-
anism. We have shown that for barriers of the type shown in
Fig. 3. the nuclear tunneling probability can be calculated
from the WKB solution to a triangular barrier [ 139]. Even
when the barriers are small, the Gamow factor can be accu-
rately writen as | 139.140]

|
T= I
1 +c,\'p(; V2udE A.\')
h

where AF" is the height and Av the width of the wnncling
tarrier ( Fig. 3). The caleulation of wnneling effects using
this formubiion has found application in several systems
[139.141].

The reduced mass of the system is determined on the
assumption that the oxidized and reduced oscillators have
cammon Avand AE- values | 139

VRSV G PV (25)

The normal-mode analysis employed tor organic molecules
suggests that their reduced masses are the sum of the reduced
masses of the independent oscillators in the molecule. ie.
benzoquinone: g, =240+ 2. Following the local-
mode description of metal-tigand bonds of metal complexes,
their reduced mass is given by the average of the reduced
masses of alf the independent metal-ligand bonds. When the
mass of the center-of-mass is much higher that of the ligand.,
we have cos #=0in Eq. (194, and the ligand vibrates against
a still center of mass. Under these conditions, the reduced
mass of the oscitlator is just the mass of the ligand atom. For
example. for cyte, p., = (Spg + ) /6.

The nuclear tunneling rate s given by the product of the
eftective reaction frequency by the barrier perimeability

|

k=1 (26)
RITAY A G\

1+2xp

The thermal activation rate (Eqg. (23)) is appropriate for
reactions taking place at sufficiently high temperaiures (or
reduced masses ). when passage over the barrier dominates.
At lower temperatures (or reduced masses ). the nuclear tun-
neling rute (Eq. (26)) controls the Kinctics of the system
because the initial states preferentially escape through the
barricr. The change from thermal activation to nuclear tun-
neling also depends on the energy of the barrier. because the

thermal activation rate decreases exponentially with AG* but
the wnneling rate approximately decrcases exponentially
with (AE*)'"*, Finally. tunneling is also favoured by tkin
barriers, which result from high Jorce constants and bond
orders.

In order to describe the rates for all temperatures. reduced
masses and barriers, fet us consider what happens to i stream
of particles with a Boltzmann energy distribuion impinging
on a one-dimensional energy barrier. The particles with more
cacrgy than the barrier height will normally cross over the
barrier and contribute to the thermal activation rate. Only the
particles with insufficient energy conent to surmount the
barrier. need be considered in the contribution to the nuclear
tunncling rate. Thus, the quantum-mechanical rate constant
of an ET reaction is given by

X

I —
1 +exp ,IVZ#-\E Ax [

'AA(;') [
=i X — |+
P‘\ RT

L
X

27)

C NG
I~expl = —
o)

RT
l
[+expf2.226V udE Ax|

when g is expressed in atomic mass units, AE in kJ mol !

and Avin A,
Formally. the thermal activation barrier AG- and the ( 2ero-
point energy corrected ) wnneling barrier AE- are related by

AG =AE +pAV ~TAS 128)

For condensed phases and not very high pressures. the term
PAV can be neglected. For harmonic oscillators of different
frequencies for reactants and products refatively  small
entropy changes are expected | 142, The main contribution
to TAS s hikely to ceme from changes due o restriction or
freeing the orientations of solvent molecutes. However, the
rates of weakly exothermic ETs are nearly independent on
non-specific solvent eftects. as will be discussed below. Thus.,
AG and AE can be interchanged in Eq. (27}, as has been
done with AG" and AE" in Eq. (1) | 72.83].

Another possible objection to the mixture of AG- and AE:
terms in Eq. (27) is that thermat activation and nuclear tun-
neling follow different reaction coordinates. The tunneling
path has been shown to correspond to a line of vibrational
endpoints for reactions such as H+H,—-H.,+H [143].
Actually. this is also the reaction path we employ for ET
reactions, because it maximizes the Franck-Condon factors.
The tunreling path is a non-thermal path and may be less
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sensitive to the coupling between reactive and non-reactive
modes. This may be manifested by different A values for
thermal activation and nuclear tunneling paths. Except for
the two very exothermic charge recombinations, the ET reac-
tions in the RC are only weakly dependent on the value of A.
Thus, in this work we ascume that the thermal activation and
nuclear tunneling barriers are identical.

3.4. Temperature dependence

The temperature dependence of the ET rates can be cal-
culated from that of the parameters employed in the model.
Bond lengths, force constants and bond orders are not
expected to be appreciably temperature dependent. As dis-
cussed before, the dissipation of energy is unlikely to be
appreciably temperature dependent in a protein medium. Fur-
thermore, the observation of any variation of A with the
temperature is restricted to strongly exothermic reactions,
because only the rates of reactions with AG® < — 5C kI mol ~!
are sensitive to moderate variations in .i. Of the ET reactions
measured in the RC, only the charge recombination from
H, "~ to P"* may reflect a temperature dependent A value.
This is insufficient to justify a treatment of the temperature
dependence of A at the present level of sophistication of our
calculations. Therefore, we use A=130 kJ mol "' at all
temperatures.

Proteins are known to contract as the temperature is iow-
ered. For example, the linear thermal expansion coefficient
of metmyoglobin is 115X 107° K" [144]. which is com-
parable to the coefficients measured for organic liquids. The
situation in proteins is complicated by the fact that their ther-
mal expansion is highly anisotropic. For simplicity, we
assume that the linear thermal expansion coefficient of
the RC is isotropic and cqual to that of metinyoglobin,
115X 107° K=", This coefficient is used to calculate the
decrease in r, as the temperature is lowered, which leads to
an increase in the electron tunneling frequency via Eq. (10).

The refractive index of a medium increases with its density.
Therefore, ny, in the present systems increases as the temper-
ature is lowered. As the thermal expansion of a protein is
similar to that of organic liguids, it is reasonable to assume
that the temperature dependence of its refractive index is also
similar to that of organic liquids. Typical values for these
temperature dependences range between —0.00035 and
—0.00055 K~ . In our work we take the refractive index of
formamide (rp=1.45 at room temperature) as that of the
RC, and assume that its temperature dependence is — 0.00045
K~ '. This gives, for example, n, = 1.55 at 77 K. The increase
in the refractive index also contributes to an increase in the
electron tunneling frequency via Eq. (11).

3.5. The role of the medium modes
Presently most authors adhere to the current paradigins of

ET theory, which takes the solvent reorganization encrgy as
the major contributor to AG* [ 145,146]. However, this clas-

sical perspective is being questioned [ 147-150] and we are
seeing the cinergence of the view that **Rates of outer-sphere
ET reactions, particularly seif-exchanges, are typicaily only
marginally influenced by environmental factors™ [151].
According to the models that describe the solvent as a dielec-
tric continuum, the solvent reorganization contribution to
AG?! is proportional to the Pekar factor (y=¢,, '—€. 7},
where €,, is the optical and €, is the static dielectric constant
of the solvent), and to the reciprocal of tiie sum of the reactant
radii [77,78,94]. In order to minimize electrostriction work
in preassociation and probe directly the predictions of dielec-
tric continuum models, it is convenient to discuss solvent
effects on self-exchanges involving one uncharged species.
Experiments with mixed solvents raise the problem that cer-
tain solutes will remain preferentially solvated and will not
be considered here. We Fave recently shown that the solvent
dependence predicted by such theories is not foilowed by
clectron self-exchanges of organic species [19]. Furtuer-
more, the self-exchange reactions of alkylhydrazines” * have
nearly the same energy bainer in the vapour phase and ace-
tonitrile solution [ 15?]. Several self-exchanges of transition-
metal complexes meeting the above conditions have alsobeen
studied: ferrocene/ ferrocenium { Fe(cp)»” * 1. cobaltocene/
cobaltocenium  {Co(cp)-"' "],  tris(hexafluoroacetyl-
acetonato)ruthenium(I1/HI) [Ru(hfac);~""] and bis-
biphenylchromium(0/I) [Cr(biph).™ * |. as well as similar
compounds with ligands bearing substituents. In Fig. 4 we
have plotted the relative variatioas in the observed rate con-
stants against the relative variations in the Pekar factor. We
recall that dielectric continuum models predict that the sol-
vent with the largest Pekar factor should yield the slowest ET
rate. However, there is no apparent relationship between the
relative rates, log (4/k,), and the relative changes in the
solvent parameter, y— ¥,, where the index zero r=fers to the
values measured in the solvent of highest Pekar factor.

107 r

loR (—l‘l“- )

03 -02 -o.1 9

Y- Yo

Fig. 4. Solvent dependence of self-exchanges of transition-metal complexes
as a function of the solvent parameter y=n, *—€™ % « Fe(cp),” *: O,
Colep).” "t A. Ruthfae), ™% O, Cr(biph)." . The rites and solvent
parameters are relative to the solvent with highest ¥ value, which Marcus
theory predicts to give the slowest electron exchange rate. The lines were
calculated with Marcus theory using center-to-center distances of 760 pm.
1000 pm aud 1160 pm.
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A closer inspection of Fig. 4 reveals that the rate of the
Fe(cp)," " exchange increases by a factor of {.5 when the
solvent is varied from methanol to benzonitrile (or nitroben-
zene) [153] while at a center-to-center distance of 7.6 A
dielectric continuum models predict an increase by a factor
of 15. The solvent dependence of the closely related
Cofcp)." * exchange deviates 2ven more strongly from the
dielectric continuum predictions for the same set of solvents:
instead of the predicted !5-fold increase in rate, a decrease
of 1.2 is observed [153]. Similarly. the rate of the
Ru(hfac); "' exchange increases by a factor of 4.9 when the
solvent is changed from methanol to nitrobenzene while an
8.2-fold variation should be observed with a distance of 10.0
A [154). Even the self-exchange rate of Cr(biph)."” * ., often
taken as the paradigmatic example of the solvent dependence
predicted by dielectric continuum models  {94,155],
increases only by a factor of 2.5 when the solvent is changed
from propylene carbonate to benzonitrile | [56], while an
increase by a factor of 3.1 is predicted with a side-side dis-
tance of 11.6 A (with the head-head distance. 8.0 A, a 5.2-
fold increase is calculated). The discrepancy between the
solvent effects predicied by dielectric continuum theories and
the experimental values decreases with an increasc in the

center-to-center distance. i.e. the theory seems to be followed
in the limit when it predicts nearly solvent independent rates.
It should also be mentioned that the solvent dependence
of the hexakis{cyclohexyl isocyanide)manganese(1/11)
[Mn{CNCGH,,), ' '** | self-exchange does not follow, even
qualitatively. the predictions of the outer-sphere reorganiza-
tion energy term of Marcus theory [ 157.158].

The effect of neglecting non-specific solvent effects in ET
rates in symmetric systems can also be evaluated considering
the solvent dependence of the low-energy absorption bands
of mixed valence materials. Given the relation £,,=4AG
between the energy of the intervalence band (E,,)) and the
frec-energy barrier of the corresponding thermal ET [ 159].
and the treatment of the solvent as a dielectric continuum.
E,, should be proportional to y=¢,, '—¢€ '. A careful
study by Hupp et al. {160} of che solvent dependence of
intervalence charge-transfer energetics in a prototypical
mixed-valence  system, | (NH,)Ru""-4.4’-bipyridine-
Ru™(NH;)<!*". in the limit of infinite dilution. shows that
E,,, varies from 114 kJ mol ™ ' indeuterium oxide ( y= 0.546)
10 93 kJ mol ™' in nitrobenzene ( y=0.388). A similar study
by Nelsen et al. | 161 ] on an organic intervalence compound
ledto E =195k mol "in acetonitrile (y=0.526) and 184
xJ mol ™' in CH,Cl, (y=0.270). The 10-20 kJ mol ™' var-
iation in E,,, with dramatic changes in the Pekar factor cor-
responds to a 2.5-5 kJ mol ' variation in AG’, and
substantiates our claim that non-specific solvent etfects lead
to less than 5 kJ mol ™' variations in AG* values of thermal
self-exchanges [20].

The experimental evidence on the gas phase reorganization
energies and the solvent dependence of symmetrical thermal
and optical ET of transition-metal complexcs and organic
species, sirongly supports the view that outer-sphere ET rates

are only marginally influenced by non-specific medium
effects, and contirms our hypothesis that the free-energy bar-
rier of electron self-exchanges in solution is dominated by
iniramolecular nuclear displacements. This idea is likely to
work even better for ETs involving cofactors imbedded in a
protein matrix, because the chromophores are surrounded by
an essentially rigid protein medium and the electronic charge
is spread over a large m-clectron system in the donor and the
acceptor. Warshel and coworkers [162,163] calculated the
contribution of the protein reoricntation to AG” in the cytc
self-exchange using structural information on ferro- and fer-
ricytochrome ¢. According to their model, the contribution
of the protein medium to the reorganization cnergy of cytc is
much smaller than that expected for ET between two hemes
in water. The medium reorganization energy was also
neglected in the mechanism proposed by Kuhn and Kitzing
[10.11]. It was once believed that the reorganization energy
was likely to be small for biological redox partners, but
detailed recent experiments show similar reorganizationener-
gies accompanying charge transfer in protein and normal
solvents [164]. This is consistent with our hypothesis that
the reorganization cnergies of ET process in biological sys-
tems are essentially determined by the reorganization energy
of the cofactors, because non-specitic medium effects are
small contributors to AG*.

Inexothermic ETs the solvent contributes to both the deter-
mination of the value of AG” and the accommodation of the
exathermicity as the products are formed. thus it plays a role
in the definition of the reaction coordinate. The actual role
played by the solvent in these processes, which seemingly
depends on the AG" of the ET reaction. has been a source of
misunderstandings in the literature. In the framework of the
ISM. an increase in solvent polarity contributes both to a
change in the driving force of the ET reaction and to a stronger
coupling between reactive and medium modes. Inmoderately
exothermic ET reactions, the rates should increase with the
solvent polarity because the driving force also increases, but
this is compensated by an increase in d with — AG". Experi-
mentally. & weak solvent potarity dependence of mildly exo-
thermic ( ‘normal’ region) photoinduced charge-separation
rates is observed [165]. In very exothermic (inverted
region) charge-shift reactions. the dissipation of the reaction
trec-energy will be facilitated by solvents strongly coupled
with the reaction coordinate. Thus, more polar solvents
should have higher A values. According to Eq. (14), in polar
solvents (high A). d is relatively insensitive to —AG" and
fast rates are expected even deep into the inverted region. On
the other hand. in a series of increasingly (very) exothermic
reactions in weakly polar solvents (low 1), 4 increases
sharply with the driving force, dominates the usual decrease
of AG* with AG", and leads to slower ET rates. This explains
why polar solvents give rise to faster rates than apolar solvents
in the inverted region of intramolecular ETs [ 157,166]. This
reasoning also helps to explains the difficulty in observing
‘inverted” regions in intermolecular ET in polar solvents
[167-169] and the stronger asymmetry of the free-energy
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strongly coupled modes thigh A)

symmetrical Marcus inverted region

intermediale coupling (moderate A)

Rehm-Weller plateau

weakly coupled modes ttow A)

asymmelric dynamic inverted region

Fig. §. Some panticular cases of the relationships between ET rates and reaction free energies predicted by 1SM. For strongly coupled modes (left), the intrinsic
cross-reaction free-encrgy barrier (AG',) remains constant as the exothermicity of the reaction increases (3G". <AG") ), and a beil-shaped Marcus inverted
region should be observed. For an intennediate coupling between reactive and 2on-reactive modes (center). the decrease in reaction energy barriers with
increasing exothermicities is compensated by a moderate increase ia AG .. and the more exothermic reactions are nearly activationless. For weakly coupleé
modes {right) there is a dynamic restriction to the dissipation of the reaction free-eaiergy that enhances the bond length chusges. ind an inverted region sets at
moderate driving torces while the reaction rate barely attains the activitionless limit.

dependence of ET in the more polar solvents [ 170.171]. The
effects of high and low A values on ET rates are illustrated
in Fig. 5.

4. Results

One of the most appealing features of the 'SM is that once
the reaction coordinate is defined, the ET rates can be cal-
culated without any further approximations. The reaction
coordinates of the nine types of ETs in the RC of Rb. sphae-
roides can be obtained from the bond lengths. force constants
and transition state bond orders of only four species: B (Mg-
N bonds), H (CC and CM bonds of the bacteriochlorincore ).
Qa (CC and CO bonds) and cytc (Fe-N and Fe-S bonds).
The quinone and cytc data were discussed above. Typical
Mg-N bond lengihs are approximately 2.0 A. as discussed
before. We are not aware of the assignment of Mg-N vibra-
tional frequencies in B, but a normal mode analysis of Ni'"
porphyrins gave fy; x = 1.01 X 10 kI mol ' A2 [133.134].
Presuming that the ratio between fy;_y and fy,.n is equal 0
the ( vyn/ Pu-N )® ratio, which is 1.80 in metalloporphyrins
[ €72], we obain fyy,.. = 0.56 % 10" k) imol ™' A2 Inciden-
tally, the analogous ratio for aquo complexes [ 173] leads to
Surex=0.59%10% kJ mol~' A2, hence this is a rcliable
procedure to obtain fy,,_~. Using Eq. (20) and assuming that
the histidine ligand is a true axial ligand of Mg"' in the special
pair. we obtain f,=1.25 X 10* ki mol ~' A%, However. it
is likely that the excitation energy of P* does not activate alt

of iis Mg-N bonds. If the reaction coordinate is determined
by two Mg-N bonds in cach reactant, the force constant of
the oxidized and reduced species drops to 0.79Xx 10° kJ
mol ' A 2. In the absence of data on the oxidized species,
we presume that £, = £, for the special pair. The force con-
stants of B, can be calculated as those of P* but using its five
Mg-N bonds. The transition-state bond order of the Mg—
N(aromatic) bond is expected to be enhanced relative to its
valence bond order [17.18,20]. just as in the case of com-
plexes with N-aromatic figands such as the Fe-N(aromatic)
bonds of cytc discussed before. Thus, we have n* =2.

The data needed 10 describe H was recently determined by
Lin and Spiro | 174]. The average of the CC and CN bond
lengths of the bacteriochlorin core is [, = 1.445 A.and, given
the large size of the 7-system. itis safe toassume that/,, =1,
Similarly. the average of the CC and CN force constants of
the bacteriochlorin core 1s £, = 343X 10° kI mol “ ' A2, and
we can assume that £, = £, . The average valence bond order
of the bacteriochlorin core is n,,=1.32 and of its radical
anion is 1.4 = 1.30. thus we have n* = 1.31. Table 2 gathers
all the information required by the ISM to determine the
reaction coordinates of all types of ET reactions involved in
the RC. The room-temperature rate constants can be calcu-
luted from that data. using the distances and free-energies
shown in Fig. 1. Before presenting the application of the ISM
to the calculation of the ET rates in the RC., it is instructive
to see how the cofactors self-exchange rates are calculated.

In Table 2 we present the degenerate radical ion-neutral
molecule clectron exchange rates of bacteriopheophytin ¢
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(H*’) in 1:3 v/v methanol/chloroform (chlorophyll a,
a model of P"*’?, has a similar rate) [179], p-benzo-
quinone® = in N.N-dimethylformamide (an analogue of
Q.- and Qg™ ") [181], and Fe(TPP)(1-Melm),* " in
CD,Cl, (an ‘adiabatic’ cytc self-exchange model) [187].
These symmetrical exchanges have AG® =0 and their free-
energy barriers can be calculated with Eqgs. (15) and (17)
making d, = d/2. The reaction frequency is given by Eq. (9)
and the non-adiabatic factor is determined by Eq. (10). The
values of r, for these reactions can be taken as the sum of the
van der Waals radii or the interplanar distance in aromatic
exciplexes. r.=3.5 A 16.,176]. Using Eq. (27). we can cal-
culate absolute rates for these reactions. The calculated rates
are within an order of magnitude of the experimental ones.
The horse-heart cytochrome c, self-exchange provides a most
appropriate ground to test the calculation of the non-adiabatic
factor in a symmetrical system. Using E,=0.26 eV, r.=89
A. np=145, and Eqs. (10) and (I11), we obtain
Xo=1.2X 107", The effective frequency of this reaction can
be obtained simply from x,¥,=1.2X10° and the free-
energy of activation is calculated in the same manner as for
the other self exchanges. Using Eq. (27) we obtain
ki =4.6 X 10°M ™' s 7. The rate measured in aqueous solu-
tion with an ionic strength /=0.1 M is k,,=3.1X10'M ™'
s~ [189]. Two factors account for the difference between
the calculated and cxperimental rates. Our calculations
assumed that the heme-edge-to-heme distance of 8.9 A can
be applied to all mutual orientations of the two cytochromes
in the ET complex, but only 0.7% of the cytc surface is heme
{175]. Anisotropic bimolecular electron self-exchanges can
take place from a variety of distances and orientations, and
the calculated rates must be multiplied by steric factors spe-
cific to each system. Steric factors in the range 0.01-0.001
have been proposed for ihe cytc self-exchange [175]. Addi-
tionally, cytc self-exchange rates increase with the ionic
strength {190]. The electrostatic work of approaching the
two cytochromes was neglected in our calculations. Again,
this quantity is anisotropic. Consideration of these factors

Table 3
Reaction coordinates and ET rates * in Rb. sphaeroides RC

would improve the agreement between calculated and exper-
imental rates.

An assessment of the reorganization energy of the special
pair can be made from its intravalence band. This has been
observed at 2600 cm ™' in Rb. sphaeroides [191}], which
implies E,,= 31 ki mol ' and AG*:=7.8 kJ mol ~'. With the
data in Table 2 and Egs. (15) and (17) (d,=d/2). we cal-
culate AG*=4.6 k] mol™'. Using the five Mg-N bonds
(1.25%10° kJ mol ' A™") leads to AG*=7.5 kJ mol ™.
Thus, the ISM calculates reliable Frank-Condon factors in
ET processes. The nature of the electronically excited special
pair and the very fast electron exchange rate expected for this
system make it very difficult to find a bimolecular self-
exchange that models its kinetics.

The main ambiguity in the application of the ISM to the
calculation of ET rates in RCs rests in the contribution of the
special pair to the reaction coordinate in the initial charge
separation. An upper limit to the coatribution of P* is given
by the inclusion of five Mg-N bends in the reaction coordi-
nate, just like for B,. A lower limit to that contribution can
be estimated including only one of the P* Mg-N bonds in
the reaction coordinate. This lower limit differs from the
upper limit in two parameters: f,=f,=0.91 X 10° kJ mol ™!
A ~Zand p=29 a.m.u. This reduced mass was obtained from
Eq. (24) knowing that Ax is the same for P* and B;_but that
AE*(P*) =2/SAE*(B,). The room-temperature time con-
stants calculated for the initial charge separation using these
limits are 1.4 and 3.6 ps. Using the sequential mechanism,
time constants of 2.3 ps [41] and 3.1 ps [38] have been
reported for this process. In the calculations presented in
Tables 2 and 3 and in Figs. 6, 7 and 9 we represented P* by
two Mg-N bonds, which is a compromise between the two
limits.

The difticulty in the description of the special pair does not
obscure the fact that our absolute rate calculations are in good
agreement with the experimental rates of model self-
exchanges. This agreement demonstrates that compensation
of errors and parameter fitting are not crucial to the good
performance of the theory.

r. AG" m ] fi=t, L+, o v, [ Kewp Refs.
(A)  (Khmol™") (amuy  (eV)  (10'Kmot ' A7)y (A) (em™)  (s7hH (s™"
P*—B, 4.7 -39 37 3.55 1.02 4.00 200 24 5.2x 10" 3.2x 10" [38])
B,  —H, 38 -203 152 3.59 234 342 1.66 1141 5.3x10" 6.7x 10" {38}
B, —P 47  -1303 37 159 1.02 1.00 2.00 214 2:2x10° <TX10°
H' '~ —-Q. 9.0 -62.7 176 3.80 39 280 139 1600 42x10% 6.8x 10" {38)
H' '~ —-P" 100 -110.0 296 3.80 343 283 1.31 1600 21x1i0* 5.6%107 [66}
Q. —Qs” 13.5 -5.8 88 445 4.39 2.76 147 1600 6.0x10° 6.7 X 10° [54]
Qo =Pt 215 —473 176 445 391 20 139 1600 049 8.4 (67]
Qe —P° 225 -41.5 176 <.51 391 280 139 1600 0.057 0.12 [69]
cyte =P 10.0 -154 162 4.78 3.48 348 162 1164 s1x10° 1.0x10° [59]

“The rate constants were obtained from the time constants given in the refereaces, making use of the sequential mechanism.
* Energy of the electron in the donor relative to its encrgy in vacuum at rest: the electron winneling barrier height is given by Eq. (11) using iy = 145,
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Fig. 7. Same as Fig. 6. butat 77 K. — calculations using the P* — B reaction
coordirate in Table 3; - - - caleulations using the P* — H; reaction coordinate
with iwo Mg N bonds and the parameters for H, given in Table 2
F=f=200X M K] mol P A GO LHL=342 A =166 p= 134
amu.) and r,=7.3 A. The triangles represent the same Lifetimes of P* as
the circles but reported to the free-energy difference between P* and H,

Table 3 presents the reaction coordinates of the ET reac-
tions in RCs. Al of them were derived from the reaction
coordinates of the self-exchanges in Table 2, using an aver-
aging procedure. For the charge recombination [P~ B, ~ ] —
[P B, ] two reaction coordinates can be envisaged. One is
similar to the reaction coordinate for the charge separation
{P* B, ] ={P* B, ] and involves only the bacteriochlo-
rophyll Mg-N bonds, whereas the other is defined by the
Mg-N bonds of B, and the CC and CN bonds of the
bacteriochlorin core of P* . The results presented in Table 3
refer to the use of the same reaction coordinate for charge
separation and charge recombination between these two spe-
cies. This seems to be the mos: reasonable choice. because
these reactions take place on a picosecond time scale render-
ing the change in reaction coordinate very unlikely. The reac-
tion coordinates of all the other ETs to the oxidized special

pair were obtained from the CC and CN bonds of its bacter-
iochlorin core, and the oxidized special pair is intentionally
represented as P**. For these slower reactions, the contribu-
tion of P"* ' to the reaction coordinate is identical to that of
H,""~. All the rates were calculated with A=130kJ mol ™"
and are of the same order of magnitude as the experimental
rates. The total charge-separation cfficiency, reflecting the
relation between charge-separation and charge-recombina-
tion rates of each step, reaches 66%.

The agreement between the calculated and experimental
ET rates shown in Table 3 is remarkable. It depends on the
empirical parameter A only for the very exothermic
B, " = P*andH," " — P'* recombinations. This encouraged
us to calculate the free-energy and temperature dependences
of all types of ET reactions taking place in bacteria RCs.
These calculations are compared with experimental rates in
Figs. (6)-(18). The model parameters required to obtain the
profiles shown in these figures can be found in Table 3. The
free-energies were obtained from the difference in the reduc-
tion potential of the electron donor or acceptor in the mutant
or cofactor-reconstituted RC versus native RC. The temper-
ature profiles include an isotropic contraction of the RC as
the temperature is lowered, with the consequent linear
increase in the refractive index, but the nuclear energy bar-
riers were taken as temperature independent. The computed
rates are the numerical result of the mathematics of our the-
ories with the force constants, bond lengths, bond orders,
nuclear frequencies and reduced masses gathered in Table 2
for the reactants of the ET reactions. We imposed A= 130k)
mol ' for all the systems addressed in this study. This value
follows from our earlier work on intramolecular ET reactions
[20]. The parameters of our model were not fitted to exper-
imental kinetic data of the RCs,

§. Discussion
S.1. Primary electron iransfer

The free-energy dependence of the initial ET step has been
studied using mutations near the special pair to change its
mid-point potential [25,30.192,193]. In threc most endo-
thermic reactions measured at room temperature, histidine
(M)202 or (L) 173 was replaced by leucine and the central
Mg of the corresponding B was lost 1 24.194]. The result is
a bacteriochlorophyll/bacteriopheophytin heterodimer pri-
mary clectron donor. Fig. 6 compares the experimental rates
with calculations using the [P* B, ] = [P~ B, "] reaction
coordinate dictated by the Mg-N bonds ( Table 3). At room
temperature this reaction coordinate is dominated by thermal
activation.

We also tested the “superexchange’ mechanism, in which
the [P" H; "] = {P H, ] charge separation is mediated by
the unoccupied orbitals of By, using the P* — H, reaction
coordinate dictated by the data shown in Table 2. At room
temperature and using r,=7.5 A [195), | A shorter than
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r.(PB, ) +r.(B, H,) due to the cofactor relative orientations
andto y,,= | intheregion occupied by H, . the superexchange
rate is a factor of 30 below the {P* B, | = [P* B, "] rates
shown in Fig. 6.

Fig. 6 can also be used to investigate the room-temperature
charge recombination {P* B, ~ ]| = [P B, ]. Although such
a process has not beendirectly studied. the ncarunitefficiency
of the charge separation in RC requires that it is much slower
than the charge shift [B, " H, ] =B, H,'" ]. In Fig. 6 we
represent by a square the recombination rate required for a
99% efticiency in the initial charge separation at the experi-
mental charge-recombination free energy ( —1.34 eV). The
efficiency of the initial ET step depends critically on the
slowness of this reaction. Our calculations place the recom-
bination rate in the free-energy region where it should be
lower, and lead to a 99.6% charge-separation efficiency in
this step. This figure also includes recombination rates of
mutants that are discussed in the next section.

Fig. 7 shows the free-energy dependence of the initial
charge-separation and charge-recombination rates at 80 K.
along the {P* B, ] = [P* B, "] reaction coordinate. At this
temperature, the reaction mechanism is dominated by nuclear
tunneling. The two cndothermic rates shown in this figure
were measured for heterodimers and are too fast for the AG®
of a charge separation leading to B, . This problem is not
particular to the use of 1ISM, because the estimated endoth-
ermicity of 0.1 eV leads to Boltzmann factors of 20X 1072
at 298 K and 2.8 X 107 at 77 K, whereas the experimental
rates in the heterodimers decrease by only a factor of 2 when
the temperature is lowered from 298 to 77 K [ 194]. *Super-
exchange’ to H;_ may help to explain the reactivity of these
endothermic systems. The rates calculated with the reaction
coordinate {P* H, ] = [P* H,"~ | and r,=7.3 A are three to
four orders of magnitude lower than the experimental rates
(dashed line in Fig. 7). Neglecting the contributic: of P* to
the “superexchange' reaction coordinate and using r,=7.3 A
brings the calculated rates to within a factor of 100 of the
experimental rates. Then, direct ‘superexchange’ to H;
becomes the dominant ET mechanism at low temperatures in
heterodimer mutants. A similar change in meckarism also
seems to be operative in a triple hydrogen bond RC mutant
studied by Woodbury et al. [ 196]. which has a P/P " mid-
point potential 0.26 ¢V above wild type but gives a charge
separation to the [P* Q," " | with a quantum yield of 0.10-
0.15 at 20 K. For the mutants with more exothermic initial
ETs, the sequential mechanism is still dominant at low tem-
peratures when compared with ‘superexchange’ over an
effective distance of 7.3 A.

We must emphasize that the kinetic analysis of transient
spectra using a sequential, forward ET mechanism is not
formally correct for the ET steps with AG® =0, because the
reactant and product states of these steps are in equilibrium.
Thus, the time constants fitted within such a mechanism in
reactions with AG"> —5 kJ mol ' are not strictly compa-
rable with the calculated first-order rate constants.
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Fig. 8. Frec-energy dependence of the ET rates. at room temperaiure, from
By to H,. calculated with Egx. (9). (14), (171, (27) and using the data
for the B, —H, reuction coordinate in Table 3. Data from Ref. {48]. The
rates with approximately zero driving torces are upper limits because the
experimental Kinetic scheme did not include revenibility.

The charge shift { B, ~ H, | = [B, H,"" ] inthe native RCs
is estimated to be slightly faster than the initial charge sepa-
ration (Table 3). The driving force dependence of this ET
raie was studied replacing H; by pheophytina [41], 3-acetyl-
pheophytin ¢ and 3-acetyl-bacteriopheophytin a [48]. The
experimental and calculated rates are compared in Fig. 8. The
charge-shift reactions with pheophytin ¢ or 3-acetyl-bacter-
iopheophytin a in the H, site were estimated to have AG®
values in the ~2 to —4 kJ mol "' range and time constants
of 1.5+5 ps [48]. For such exothermicities, reversibility
becomes important at room temperature and may change
appreciably the time constants fitted to the transient spectra.
For example, Holzwarth and Muller | 38] obiained time con-
stants of 1.5 and 2.5 ps using either a forward or a reversible
model, respectively, to describe the charge shift [B~
H,.] =B, H," "] in the native RCs. These time constants
and their differences are expected to be even larger in the
maoditied RCs mentioned above. bringing the experimental
rates into better agreement with the calculated ones.

The [P* B, } = [P 3, | reaction coordinate can also be
used to describe the temperature dependence of the P* state
decay. Fig. 9 compares the experimental [ 27 and calculated
temperature dependences of this system. The nuclear tunnel-
ing mechanism gives the correct increase in the ET rates as
the temperature is lowered. although this is not appcrent due
to the contribution of thermal activation for the higher tem-
peratures. For example, the ratio between the calculated tun-
neling rates at 8 and 293 K is 2.8. similar to the experimental
ratio of 2.4 for Rb. sphaeroides and 3.7 for Rps. viridis [27].

The efficiency of the charge separation is close to unity at
cryoscopic temperatures. This imposes an upper limit to the
rates of charge recombination [P* B, “| = [P B, ] at very
low temperatures. The calculations presented in Fig. 9 are
consistent with a high charge-separation efficiency at low
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Fig. 9. Temperature dependence of the ET rates trom P* 10 B, ™ ( ).
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terperatures. This figure includes data on mutants to be dis-
cussed below.

We also investigated the temperature dependence of the
charge shift [B, ™ H, ] = [B, H, " ]. According to Fig. 9,
the maximum of the ratio between the [P*B, | = [P™ B, "]
and [B,.~ H, | = [B, H, | reaction rates occurs near 77 K.
Thus this should be the ideal temperature to lock for the
accumulation of B, ~ in the native RCs.

5.2. Electron transfers from bacteriopheophytin

The free-energy dependence of the [H,”™ Q,]—[H,
Q." " ] rate was extensively probed replacing the native ubi-
quinone- 10 redox cofactor by quinone and non-quinone mol-
ecules {49.50). The rate constants of this step were obtained
from the yields of Q" ~ formation, taking the rate of the [P"*
H,"~]1— [P H, ] charge recombination as 7.7 X 107 s ' at
295 K and 3.3X 107 s~ ' below 200 K. The yield of Q"
formation with ubiquinone-3 at the Q, site was taken as 0.984
at room temperature and 0.997 below 200 K. The frec-energy
profiles obtained at 295 and 14 K are compared with our
calculations in Fig. 10. The largest discrepancies between
calculated and experimental rates occur with 2.3.5-trimethyl-
1.4-naphthoquinone in the Q, site, which is also affected by
the largest experimental uncertainty, and with ubiquinone-3.
which has a tail of three isoprene units. The error bars
included in the figure were taken from the work of Gunner
and Dutton [S0). Dutton et al. have shown that long isopren-
oid tails accelerate the rates of charge recombination from
Q, to P* at all temperatures {67]. The same acceleration
should be observed in [H,”~ Q4] — [H, Q4" ] step because
the crystal structure of the RC shows that the isoprene units
of the native ubiquinone are highly ordered and oriented
towards H, . Presumably such tails act as an antenna in the
ET process and reduce the effective distance for ET. Thus,
the fact that the experimental rate for ubiquinone-3 is ten
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Fig. 10. Free-energy dependence of the ET rates from H,"™ to Qy (—.
C.Ohand trom H® o P (-- - ), caleulated with Egs. (9), (14).
(1. (27) and using the H," -+ Q und H;” =P reacticn coordinates
given in Table 3. respectively. ©O. 0. ubiguinone-3 in the Q, site. data in
Ref. [50): O . datain Ref. [ 194].a) 198 K. b) 14K and 80 K.

times farger than the calculated one is an expected feature of
our calculations which is cntirely consistent with the results
presented in Table 3. The rates calculated at 14 K are entirely
due to nuclear tunneling.

Fig. 11 shows the «emperature dependence of the ET rates
with tetramethyl-1.4-benzoquinone and  1-amino-9-10-
anthraquinone in the Q, site. We selected these twoexamples
to illustrate the temperature dependence of the [H,'~
Q.a] = [H,. Q4 ] rates, because they correspond to the qui-
nones with the largest differences in AG®, —0.68 and —0.38
eV respectively, that Gunner and Dutton measured in the 14—
295 K temperature range. The quantitative account of the
temperature dependence of the rates of reactions with very
different free energies. including the observation of a mini-
mum ca. [20 K. is a remarkable feature of our model, espe-
cially because no parameters were adjusted in our
calculations.

The rate of the [P"* H,"~ ] = [P H, ] charge recombina-
tion determines the efficiency of Q,°~ formation and the
overall quantum yield of the charge separation in RCs. This
charge-recombination rate has been measured in quinone
reduced mutant RCs where the histidine in positions (L) 173
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Fig. 11. Temperature dependence of the ET rates from H, ™ to Q. calculated
with Egs. (9). (14), (17). (27) and using the H;" * - Q, reaction coordi-
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or {M)202 were replaced by a leucine. Such mutations give
B/H heterodimers with charge-recombination free energies
of —1.316and —1.298 eV, and rates of 8.3 X 10*s ™' at 295
K [194]. Fig. 10 shows the native (AG’= —1.14 eV and
7.7x 10" s~ ' at 295 K) and heterodimer systems. The recom-
bination rates calculated with A= 130 kJ mol ™' are inter-
mediate between those of the native and mutant RCs. The
calculated efficiency of Q,"~ formation from H,"~ is 67%.
This is significantly below the near unity efficient observed
in the native system. The main source of error is the under-
estimate of the [H,"'~ Q] = [H,. Q. 7| rate, which is 13
times lower than the experimental value. This can be
explained by the neglect of the ubiquinone- 10 isoprene tail.
which is known to stimulate the ET rate, If a 10-fold increase
in the charge-shift rate is included in our calculations to
account for the presence of the isoprene tail in the native
system, the calculated efficiency increases to 95%.

The change of leucine (M)214 to histidine leads to the
replacement of the native H,, by a bacteriochlorophyll mol-
ecule, and this mutant has been denoted by 8 [51,65]. This
mutant provides a stringent test of the reaction coordinates
used in our study, because the charge shift to Q, is now
modelled by a different combination of the parameters shown
in Table 2, but the charge recombination with P* follows the
same [P B,.~ ] — [P B.] reaction coordinate. The energy
ofthe [P* B™ ] state lies slightly above thatof the [P* B, "]
state [65,195]. The charge shift to Q, is expected to occur
from the [P* 87 ] states in equilibrium with the {P* B, 7]
states, which decay by charge recombinationto [P B, |. The
population of the [P™ B~ ] states should decrease dramati-
cally at cryogenic temperature, and this should be reflected
inthe [~ Q.] = [B Q. | rate. In fact, this rate decreases
by only a factor of 5.5 when the temperature is reduced from
285to 5 K. This argues in favour of very similar energies for
the two states. In our calculations we assume that the [P*
B~ 1is 0.003 eV above the [P™ B, ~] state. In Fig. 12 we
compare the free-energy dependence of calculated and exper-

]
1
1
.
1
1

10 |

log k
™
S ARARRALLSEAS s LSS Rass

6 F

s:IAILlJ)LAL‘lAI“
-150 -100 -59 (]

4G*  (kJ/mob)
Fig. 12. Free-crergy dependence of the ET rates from 8 to Q,,. calculated
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m=Tlamu. | +1,=3.38 Aandn” = |.74, and presuming that the reactive
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data at 80 K. Data from Ref. [S1].
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Fig. 13. Temperature dependence of the ET rates from b ™ to Q. cakeulated
as in Fig. 12. The data refers to the native quinone in the Q, site [195].

imental [ 8~ Q] = [ BQ." ] rates. These calculations make
usc of the Boltzmann distribution between {P* By "] and
[P* B ] states (0.47 at 298 K and 0.39 at 80 K), to account
for the fraction of [P"* 87| states populated at these tem-
peratures. A more impressive agrecinent with the experiment
could be obtained if we had placed the [P 87 | state 0.045
eV above the [P™ B, 7] state, as suggested by Kirmaier et
al. based on dichroism data { 195], because this encrgy dif-
ference gives Boltzmann factors of (.15 at 298 K and
1.5X 10" at 80 K. However, the temperature dependences
of these rates, including the effect of the decrease in the
population of the [P** 8~ | state with the temperature. reveal
that u large encrgy gap between the two states give negligible
{8~ Qal = [BQ4 "] rates at S K, which are not consistent
with the experimental results, Fig. 13. The relatively fast rate
at 5 K can be reconciled with low Bo'tzmann factors athigher
temperatures, if the free-energy difference between the [P

B 71 and {P* B 7] states increases with the temperature.
For example, a decrease by 0.001 eV in that free-energy
difference leads to a factor of 10 increase in the rates at 5 K.
Although it is reasonable to postulate a temperature-depend-
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ent equilibrium between these states and a precedent has been
found in a RC reaction [52]. we are reluctant {0 present a
good fit for the free-energy and temperature dependences of
the [8” Q.] =8 Q. "] rates based on a presumed tem-
perature-dependent equilibrium. because we are committed
to the calculation of ET rates in RCs without adjusting any
parameters.

The charge recombination in the B-mutants occurs from
B, ~ and follows the reaction coordinate discussed in relation
to Fig. 6. Actually, this figure also includes the recombination
rates of the B-mutants measured at 285 K [195]. The exper-
imental rates are not strictly comparable with the calculations
shown, because no provision was made for the slightly higher
electron tunneling barrier of recombination rates or the frac-
tion of B, ~ in the B-mutants. Both of these factors contribute
towards a lower recombination rate in the S-mutants. The
temperature dependence of these recombination rates [ 195]
was included in Fig. 9. Again, the differences in the electron
tunneling barrier and the population of the reactive states were
neglected. It 's superfluons to quantify these small corrections
in a system where the contribution of the special pair to the
reaction coordinate is not well defined.

5.3. Electron transfers from quinones

The rate of the charge shift from Q," ™ to Q, is accelerated
by the presence of Fe’* or any other divalent metal ion
between the two quinones [54]. Actually. the ET rate cal-
culated with our model (6.0 X 10*s ™ ') is best compared with
that of Fe-depleted RCs (2.9 10 ™', because we use
np=1.45 to represent the refractive index of iie protein
matrx at room temperature. Iron compiexes have refractive
indexes in the 1.5-1.7 range. Using n,,= 1.6 and .= 13.5 A,
we calculate a factor of 6.6 increase inthe [ Q4" Qg -» {Q4
Q; "] rate relative to the calculations with n;, = 1.45 and
r.=13.5 A. This is more than the factor of 2.3 experimentally
observed [54]. and can be explained by the fact that the iron
complex occupies a fraction of the distance between the two
quinones.

The free-energy dependence of the [Q."" Q] —[Q,
Q" | rate has been studied by varying the pH of the medium.
AG” and the corresponding ET rate remain constant in the 6—
9 pH range. Above pH 9. AG" increases 1o positive values,
whereas the rate decreases proportionally with {H* ] {68].
Both Q."" and Qg associate with a proton, with pK vaiues
of 9.8 and 11.3, respectively [68]. The rates measured at
pH > are associated with changes in the protonation of the
QA" . and will not be considered further here. Dutton and
coworkers [75.197] used quinone substitution to explore the
free-energy dependence of this reaction. Their results are
compared 'vith our calculations in Fig. 14,

A temperature-dependence study of the [Q." " Qg — [Q4
Qg " | rate in the 278-303 K range [52]. gave A=2X 10"
s 'and £, =60k} mol "*. Qurcalculations giveA = 1.8 X 10°
s~ and E,=20 kJ mol "' and are illustrated in Fig. 15. It
may not be legitimate to extend our calculations to very low
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Fig. 4. Free-energy dependence of the ET rates from Q4" 0 Qy (——,
O and from Q" 1o P** {--- [1 ©). calculated with Egs. (9). (14),
(17). (27) and using the reaction coerdinates given in Table 3. O, O.
T=300 K: O, T=5 K. Data from Refs. {67.75.197.198]. The high
Q. — P rates of lower-potential quinones at room temperature are due
to a change in mechanism.
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Fig. 15. Temperature dependence of the ET rates from Q) 10 Qy (—),
and from Q" 1w P (---. 0. O). culcutted with Zgs. (91, (14), (17),
(27) and using the reaction coordinates given in Table 3. O, — - —,
2-methoxy-9, 10-anthraquinone in the Q, site: U, - - -, tetramethyl-1.4-
benzoguinone in the Q, site. Data trom Ref. [67]. The rates measured for
2-methoxy-9. 10-anthraguinone at 7> 100 K are due 1o a change in mecha-
nism and are not included in this tigure.

temperatures, because it was siilown that the free-energy of
this charge shift becomes more negative as the temperature
decreases [ 52] and this was not included in our calculations.
The results of our calculations differ substantially from the
experimental results of Mancino ct al.. This is the only case
of an ET reaction addressed in this work where our theoretical
results disagree with the experimentalists view of the system.
Given the excecdingly large A and £, values obtained in the
experimental study, we rropose that the measured tempera-
ture dependence of the [Q,"~ Qu) = [Q4 Q"] rate does
not reflect the activation of an elementary ET step. and sup-
port the suggestion that ET and protonation of Qj, are coupled
{61], at least at low temperatures.

The frec-energy and temperature dependence of the [P+
QA" 1— [P Q4] charge recombination have been measured
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replacing the native ubiquinone- 10 by various quinones [ 67]

and by site-directed mutagenesis around the special pair
[198]. In Fig. 14 we compare the theoretical and experimen-
1al free-energy profiles at 300 and 5 K. The low potential
quinones with AG" < —70 kJ mol ~ ! have faster and temper-
ature-dependent recombination rates abeve 100 K. This has
been assigned to an indirect route for charge recombination
{67], and will not be further considered. The rates calculated
for the other quinones are in reasonable agreement with the
experiment, especially considering the structural differences
between the quinones and the presence of quinones with long
isoprenoid tails, that enhance the rate of P°* reduction [67].
Two high-potential quinones (2,5-dichloro-3.6-dimethoxy-
1,4-benzoquinone and 2,3-dichloro-1.4-naphthoquinone)
were included in the free-energy profile at 5 K and seem to
give excecdingly high rates for their AG” values. Part of the
discrepancy may duc to the difterences between in-vitro :nd
in-situ potentials, because the latter values are not available
for these quinones.

The criterion discussed in the context of the [H,"~
Qal = [H;, QA 7] system. lead us to select tetramethyl-1 .4-
benzoquinone (AG"= —046 eV) and 2-methoxy-9.10-
anthraquinone (AG"= —0.75 eV) [67] for the comparison
between calculated and experimental temperature depend-
enciesof [P"7Q," | = [P Qa) charge recombinations ( Fig.
14). The relative temperature insensitivity of the direct
recombination rates of these two systems. regardless of their
0.3 eV difference in AG", is adequately modelled by the
theory without adjusting any parameters.

The efficiency of ET to Qg'~ can be estimated from the
charge shift and charge recombinations discussed above.
Using the data in Table 3 we obtain a theoretical efficiency
of 99% at room temperature. The calculations of the temper-
ature dependence of the charge-shift and charge-recombina-
tion rates in the native system reveal that its efficiency
remains above 90% at cryogenic temperatures.

In native systems. the [P*" Q"™ ] = [ PQy ] charge recom-
bination proceeds indirectly via the intermediate state {P*”
Q.’ 7] [53]. The direct charge recombination was studied
using mutant RCs in which asp (L)213 was replaced by asn
to lower the energy of the [P"* Qg " | state [53], or by
replacing the aative Q, by low potential quinones [69]. In
Fig. 16 we show the theoretical and experimental free-energy
profiles of the direct recombination in RCs containing
2.3,6,7-tetramethyl- 1 4-naphthoquinone in the Q, site while
retaining the native quinone in the Qg site [69]. The free-
energy variations result from changes in pH in the 6-10 range.
The association of Qg'~ with a proton is not expected to
change significantly in this pH range. The calculated and
experimental rates are in excellent agreement. Charge-recom-
bination rates of 0.10 and 0.13 s ~* were measured at 277 and
313 K, respectively. with the same exogenous quinone replac-
ing the native quinone in the Q, site [69]. The rates calcu-
lated with our model are 0.070 and 0.054 s ™', respectively.
Both these rates are dominated by thermal activation. The
curious decrease in the rate with an increase in temperature
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Fig 16. Free-energy dependence of the ET rates from Q" to P 7 caleutated
with Eqs. (9). (14), (17). (27) and using the Q" —P** reuction coor-
dinate given in Table 3. Data from Ref. [69].

is due to the thermal expansion of the RCs in an essentially
activatiorlrss recombination rate. It seems that the presence
of a ncarby iron ion reduces the local thermal expansion of
the RC.

S.4. Electron transfers from cvtochrome ¢ to the RC

The relationship between rate and free-energy difference
forthe [cytc”* P'" ] > [cytc’ * P] step has been investigated
with a series of mutant RCs in which the midpoint potentials
of the special pair were varied over a range of 0.35 eV [59].
In Fig. 17 we compare experimental and theoretical free-
eneigy relationships for this reaction. The calculations were
made with r,= 10 A, which is in the 9-14 A range derived
from RC—cytochrome complex models {59].

The temperature dependence of this reaction was measured
in the 230-300 K range [63]. Below 238 K the special pair
re-reduction cannot be followed experimentally. The theo-
retical and experimental rates are compared in Fig. 18. Actu-
ally. it is more informative to use the experimental data on
Chromatium 10 evaluate the success of our model, because
the rate constants in this system have been measured down

8 — v T T ™
b
7 7
6 b ]
x : 3
& S r

2 . cyte®* =P T=28K
3 3
st E
L ]

2 b U S S
-150 -160 -50 [}

AG®  (k)/mob)

Fig. 17. Free-energy dependence of the ET rutes from cyte®* to P'™, cal-
culated with Egqs. (9). (143, (17). (27) and using the cytc - P** reaction
coordinate given in Table 3. Data from Ref. [59].
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Fig. 18. Temperature dependence of the ET rates from eyte”” to P** in Rb.
sphaeroides (O, - - -) and ~.romatium (2. ). calculated with Egs.
19). (34). (17). (27) and using the cyte = P*° reaction coordinate given
in Table 3. . data from Ref. [63]: . data from Refs. (21.91.92].

to 5 K. This is done in the same figure. As with all the other
systems studied in this work, no parameters were fitted in the
calculations presented in this figure. The edge-to-edge dis-
tance employed was intermediate between that used for Rb.
sphaeroides (r,= 10 A). and that measured for Rps. viridis
(r.=11 A). The agreement between calculated and experi-
mental rates cannot be simply dismissed as fortuitous. The
force constants, bond lengths and bond orders employed for
cytc were also used in self-exchanges presented in Table 2.
Actually, the same Fe-N(histidine) data were also used to
calculate self-exchanges and cross-reactions of iron com-
plexes [17.18]. The force constants, bond lengths and bond
orders of P~ are the same as in three charge recombinations
addressed in this study. The ¢lectronic non-adiabatic factor
was calculated in the same manner as for all the other reac-
tions presented in this study and for a large range of intra-
molecular ET reactions [20]. The reduced mass of this
system was calculated using the methodology employed for
all the other systems.

5.5. Directionality

The ET asymmetry, with preference for the transfer along
the L-branch, in RCs with L and M branches related by an
approximate C,-symmetry, has been considered one of the
most enigmatic properties of the RC { 199]. The reasons for
the selectivity can be attributed to three different causes.

The first and most investigated cause for the ET asymmeiry
is the energy positioning of the [P™ B, "] and [P* By, |
states relative to [P* B]. Studies with mutants showed that
the manipulation of one hydrogen-bonding interaction with
one bacteriochlorophyll may change the relative energy of
those states by 80-100 meV [24,199]. Calculations have
placed the [P* H,, ] state 90 meV above the [P* H, 7]
state [32]. We will take a more conservative approach and
consider that the energy of [P* By, ™} is 40 meV above that
of [P* B, "], i.e. itis nearly isoenergetic with [P* B]. After
all, the L arid M subunits in Rb. sphaeroides have only about

one-third of their amino acids residues in common {9], and
the synergetic effect of many different, non-sequential amino
acids may result is this modest energy difference. According
to ISM, a40 meV increase in AG" leads to a 2.3 times slower
ET rate over the M-branch (ky) than over the L-braach (&),
at room temperature; with this difference in the driving forces,
ki / ky; increases 1o 32 at 80 K. The relatively steep depend-
ence of the rates on AG" for nearly isothermic ETs was pre-
sented in Figs. 6 and 7.

The second cause invoked for the ET asymmetry is the
dielectric asymmetry in the RC. More aromatic residues are
found in the neighborhood of the B and H cofactors of the
L-branch rather than of the M-branch [200], leading to a
substantially higher dielectric strength along the L-branch
{201]. In terms of our clectron tunneling model, the lower
dielectric constant of the M-branch leads to higher electron
tunneling barrier via Eq. (11). If, for example, the optical
dielectric constant of the M-branch is 1.82 (a value typical
of a saturated hydrocarbon) whereas that of the L-branch is
2.1 (the value of formamide), then ky /ky = 1.6,

Finally, a cause that has not been considered in the analysis
of the selectivity of ET in RCs, is the difference in Franck-
Condon factors between the two branches. The magnesium-
histidine nitrogen coordination distances are longer in the L-
side of the special pair than in the M-side [22]. The same is
true for the Mg-N(histidine) distances in the accessory bac-
teriochlorophylls [7]. These differences and the evidence
presented previously that not all of the Mg-N bonds seem to
contribute to the ET reaction coordinate, suggest that an addi-
tional Mg—N bond may be included in the reaction coordinate
along the M-branch. This additional Mg-bond leads to &, /
kM =] .3.

The joint effect of the three causes discussed above leads
10 k; / kyy = 4.8 at room temperature, in good agreement with
the experimental limit of > 5 [32]. Thus, at room tempera-
ture, only 15% of the electrons transfer over the M-branch.
At 80 K tkis ratio increases to more thun 60, consistent with
the experimental values of >25 [33] and >200 [34]. The
temperature dependence of the selectivity of the initial ET is
shown in Fig. 19.

6. Conclusions

The agreement between calculated and experimental ET
rates shown in Figs. (6)-(19) was obtained without fitting
any parameters. The 13 orders of magnitude breadth in the
rates of the nine types of ET reactions is the outcome of their
differences in force constants, bond lengths, bond orders,
reduced masses, reaction free-energies and distance-
dependent non-adiabatic factors. They have in common the
electronic frequency {v,=10" s7'), refractive index
(np=1.45), coupling between reactive and non-reactive
modes (A= 130kJ mol ~') and thermal expansion. The suc-
cess of our theoretical modelling is due to:
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Fig. 19. Temperature dependence of the ET rates from P to B, = (—)
and from P* to By, ™ (- - -). The rates along the L-branch were calculated
with £,=£,=1.02X10° KJ mol ' A™% x=37 amu. L+ =400 A
=200 and x4¥,=1.9%X10"7 s ', The rates along the M-branch were
calculated  with £=£,=1L11X10° K mol™' A" p=$ amu.
L+6,=400 A, n'=2.00 and x,2,=1.2%10" s "' O, data from Ref.
[195]); (. data from Rets. {32} and [33]).

(i) the accuracy of our electron tunneling model (Eqs.
(10) and (11}) in estimating the non-adiabatic factors of
ET across edge-to-edge distances ranging from3.81022.5

A:

(ii) the use of the ISM (Eqgs. (14)-(¢ 17)) to estimate the

Franck-Condon factors of ET reactions proceeding by

thermal activation and nuclear tunneling mechanisms:

(iii) the appropriateness of A= ;30 kJ mol "', taken from
earlier applications of the ISM. to describe the AG”
dependence of the rates:

(iv) the changeover from thermal activation to nuclear
tunneling at lower temperatures. modulated by the value

of u.

QOur calculations show that the high efficiency of the RCs
is achieved through a detailed control of the distance-depend-
ent non-adiabatic factor. The distance between donor and
acceptor for each forward charge-separation reaction is
always shorter than the distance vor the competing back reac-
tions. Furthermore, the rates of the charge-separation reac-
tions are enhanced by fine structural details, like the long
isoprenoid tail of ubiquinone in the Q, site with at least six
highly ordered isoprene units oriented toward H, . or the pres-
ence of an ion complex with high n;, between Q4 and Q.
Only in the case of the first ET step does the RC take advan-
tage of the inverted region to reduce the rate of the charge-
recombination reaction. The other charge recombinations are
not sufficiently exothermic to fall in the inverted region.
Including the 10-fold increase in the ET rates to and from Q,,
due to its isoprenoid tail, our calculations give a 94% charge-
separation efficiency in Rb. sphaeroides reaction centres.

The selective ET along the L-branch results from a cocktail
of energetic, electronic and structural factors. The advantage
of the functional asymmetry of the RC may be explained by
tle fact that Q, ~ needs to picks up a second electron and two
protons to form QgH, and dissociate from the RC. The proc-

esses initiated by the electronic excitation of the special pair
lead to the formation of Q. in less than | ns. The re-reduc-
tion of the special pair by the exogenous cyic takes place with
a time constant of {1 ps. If the two branches were equally
operative. 1 us would also be the time constant for the for-
mation of Q" . By sending the electron preferably over the
L-branch, the time constant for the formation of Q> (oran
equivalent protonated form) is slowed down to 150 ps or
more, because the second electron is likely to be transferred
more slowly than the first one from Q. to Qg . It seems
that Q,, ~ is a "parking statc” for the second electron, because
it sustains a charge separation for a long time, erough to
couple electron and proton transfer 0 Q™. Such coupling
of electron and proton transfers, with the associated confor-
mational changes, would explain the pre-exponential factor
and activation energy barrier observed for this step. The pro-
tonation of Q> is necessary for the unbinding of the qui-
none from the RC protein and its diffusion through the lipid
bilayer to the cytochrome b/c, complex. However. the rate
of this protonation is limited by the availability of protons
near the Qg site. The long lifetime of Q, ™ facilitates the
proton recovery around the Qy site. The turnover half-time
of the Qg site is about 3 ms [202].

We can only speculate about the function of By, and Hy,.
The presence of a carotenoid close Hyy and its ability to
deactivate the triplet state of tetrapyrrolic molecules. suggests
that 3y, and Hy; may channel to the carotenoid the energy of
any trip ets formed in the L-branch, and prevent the formation
of singlt oxygen [202].
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